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Foreword 
 

On behalf of the organising committee I would like to extend my warmest welcome to 

all speakers and attendees at the 2009 China-Ireland Information and 

Communications Technologies conference (CIICT) being hosted by the Department 

of Computer Science, NUI Maynooth in association with several other departments 

and research institutes on campus including the Department of Electronic 

Engineering, the National Centre for Geocomputation (NCG) and the Institute of 

Microelectronics and Wireless Systems (IMWS). The NCG and IMWS were founded 

as the result of grants from Science Foundation Ireland recognising the importance of 

these areas in modern science and engineering. Many thanks are also due to Science 

Foundation Ireland for awarding a generous grant to support a keynote speaker and 

enabling us to offer 20 bursaries to assist student participation at CIICT 2009. 

 

In 2009, the China-Ireland Information and Communications Technologies 

conference again brings together theoreticians, practitioners and academics from the 

numerous related disciplines that are painted within the broad brush of ICT. This is 

the fourth conference in the series following events held in Hangzhou Dianzi 

University (2006), Dublin City University (2007) and Beijing University of Posts and 

Telecommunications (2008).  

 

The initial call for papers for CIICT 2009 was issued in March 2009. Contributions 

were sought from researchers in China and Ireland (and also worldwide) on all 

aspects of Information and Communications Technology. The conference organisers 

received 65 papers from both China and Ireland with several having authors from 

both countries. Each paper was subject to a review by at least three members of the 

program committee. 31 papers were accepted for oral presentation and publication as 

full papers in the proceedings. In April 2009, a further call was made for short papers 

describing work in progress and preliminary results. These were each reviewed by 

two programme committee members and this resulted in a further 22 papers for short 

presentation at the conference. 

 

I wish to thank the members of the programme committee without whose comments 

and prompt reviews a conference of this type could not be successful. I am also 

grateful to the members of the local organising committee, the Maynooth Conference 

and Accommodation Centre and the support staff of NUI Maynooth and St. Patrick’s 

College, Maynooth. 

 

CIICT has prospered due to the generosity of sponsors who every year support the 

conference and the many associated prizes, competitions, workshops and social 

events. This year is no exception and we wish to thank our current sponsors for their 

generosity: Science Foundation Ireland, Failte Ireland, Microsoft Ireland and the 

Maynooth Campus and Conference Centre. 

 

So welcome CIICT delegates to Maynooth. We hope the conference is beneficial and 

you leave after having a useful and enjoyable experience. 

 

Adam Winstanley 

Chair CIICT 2009 
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DEMONSTRATOR PLATFORM FOR ANTENNA ARRAY CALIBRATION 
 

Gerry Corley, Justine Mc Cormack, Ronan Farrell 

Centre for Telecommunications Value-Chain Research (CTVR), 

Institute of Microelectronics and Wireless Systems, 
National University of Ireland Maynooth, 

Ireland. 
 

 

Abstract-This paper presents a hardware platform 

for antenna array calibration research in tower top 

electronics. The platform has eight phase and 

amplitude controlled transmit channels and a novel 

antenna coupler array structure which provides non-

radiative calibration capability. The phase and 

amplitude of each channel can be varied between 0 

and 360° and over 25dB respectively under full 

software control. The platform has been used to test 

and develop array calibration routines which achieve 

amplitude variances of less than 1dB and phase 

variances of less than 5° measured between eight 

channels at the antenna connections. 

 

I. INTRODUCTION 

In order to achieve accurate beamforming it is essential 

that the elements of an array are amplitude and phase 

matched or that the differences are known, in addition 

these relationships must be maintained in demanding 

environmental conditions such as a tower top over long 

periods of time. Traditionally this has been achieved 

through the use of tight tolerance components, phase 

matched cables and the use of factory measured 

calibration tables, however this is an expensive approach 

and offers little adaptation to the ambient environmental 

conditions.  

Amplitude and phase errors between array elements 

distort the antenna radiation pattern in terms of beam 

pointing direction, sidelobe level, half power beamwidth 

and null depth [1] . The extent of the distortion has been 

well covered in antenna array literature [2], [3], [4]. 

There are several approaches to array calibration 

including tight tolerance design with factory determined 

calibration tables, calibration using internal and external 

radiating sources and non-radiative dynamic calibration 

[5]. The third approach was chosen as it does not require 

external radiators, high tolerance cables and components 

or extensive array modelling. In addition dynamic 

calibration allows continuous monitoring of the array 

status for network management purposes; this is a critical 

requirement for all cellular and wireless network operators. 

Desirable features of any research platform are: that it 

be simple to use, that the controlling software be easy to 

modify and that the hardware be easily expandable, for 

example, through the addition of more array elements. In 

hardware, this was achieved through the use of off-the-

shelf phase and amplitude adjustment components 

configured in a modular easily expandable fashion. As 

regards software it was decided to use Labview to control 

the system, implement the calibration algorithms and 

collect measurements. Labview is a graphical 

programming language aimed and test and control 

applications, it is easy to implement graphical user 

interfaces and can call both C and Matlab functions [6].   

 

II. PLATFORM ARCHITECTURE 

Effective non-radiative array calibration relies on the 

ability to measure the transmit or receive signals as close 

to their antennas as possible and to compare the measured 

signals with reference signals to ascertain the phase and 

amplitude relationship between the elements. The 

reference signal(s) can be the actual transmit signal in the 

case of live calibration or a pilot signal in the case of off-

line calibration. A block diagram of a distributed 

transceiver array with integrated calibration/reference 

blocks is shown in Figure 1. This system consists of 

interconnected transceivers and calibration blocks where 

the calibration blocks provide at least one and in most 

cases multiple calibration paths to each transceiver, in 

addition every transceiver calibration path is linked to 

every other path through the tessellated transceiver and 

calibration block structure. This multiplicity and 

interdependence of calibration paths for each transceiver 

facilitates the development of powerful calibration 

algorithms [7]. 

 

Figure 1: Distributed Transceiver System, with built in Calibration 

Infrastructure 
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   A block diagram of the platform is depicted in Figure 2. 

The heart of the demonstrator is a 2x4 antenna coupler 

array; this novel design consists of an array of couplers 

where each coupler output provides coupling from the 

four surrounding transceiver through paths; a more 

detailed description of this coupler array and its operation 

is provided in [8] and [10]. In the case of transmission, the 

coupler outputs provide attenuated versions of the forward 

TX signals present at the through path inputs. The loss 

and phase shift between the through path input  

 

Figure 2: Block diagram of calibration and beamforming platform 

and output is small, less than 1dB and the phase variation 

across all through paths is less than 2°. The coupler array 

variations can be included as a calibration offset table in 

the calibration algorithms.  

The coupler outputs are connected through an RF 

switch to the vector voltmeter module which compares the 

coupled signal with a reference signal and produces DC 

outputs corresponding to the phase and amplitude 

difference between its inputs. The detector module is 

comprised of two Analog Devices AD8302 RF Gain and 

Phase Detector IC’s configured to give I and Q outputs 

(cos φ & sin φ), from which it possible to generate a 

linear monotonic output for all angles between 0 and 360°. 

 

I =A. cos φ 

Q =A. sin φ 

 

φ  = tan
-1

(Q / I)   (1) 

φ` = φ   for I > 0, Q > 0 (1.1) 

φ` = φ + 180°  for I < 0, Q > 0 (1.2) 

φ` = φ + 180° for I < 0, Q < 0 (1.3) 

φ` = φ + 360°  for I > 0, Q < 0 (1.4) 

 

 

The phase shift is described by equation (1) however 

this produces discontinuities at 90° and 270° so the 

response is modified according to equations (1.1 - 1.4). As 

regards relative amplitude, the AD8302 produces a linear 

output voltage for amplitude difference from -60dBm to 

0dBm.  

The phase and amplitude adjustment modules, one for 

each array element, allow the phase and amplitude of the 

RF signal to be varied from 0 to 398° and -7 to -32dB 

with respect to (wrt) the input by applying DC voltages to 

the phase and amplitude control inputs. The modules 

comprise continuously variable voltage controlled phase 

shifters (Mini-circuits JSPHS-2484) and a variable 

attenuator (Mini-circuits RVA-3000). These components 

are mounted on a printed circuit board with some control 

voltage level adjustment circuitry and the ensemble placed 

in a shielding can to minimise electromagnetic 

interference between array channels. Figure 3 shows a 

photograph of the phase and amplitude adjustment 

modules. An external amplifier was added in series with 

the phase and amplitude adjustment modules to 

compensate for their insertion loss and to ensure that the 

signal fed back to the phase and amplitude detector 

module would be at the input mid-range point. 

 

Figure 3: Phase and amplitude adjustment module 

 

The control voltages for the phase and amplitude 

adjustment modules are generated by a National 

Instruments multi-channel 13 bit digital to analogue 

(DAC) card (NI PCI 6723); similarly the outputs of the 

vector voltmeter are digitised using a NI 16 bit analogue 

to digital (ADC) card (NI PCI 6251). The control of the 

ADC’s and DAC’s as well as the implementation of the 

control loop and the calibration algorithms were all done 

through Labview.  

 

 

III. PLATFORM MEASUREMENTS 

In the previous section the operation of the phase and 

amplitude adjustment and vector voltmeter modules was 

explained. In this section, measurements from these 

modules which are the core components of the platform 

are presented and discussed. 

The phase and amplitude adjustment module was tested 

using a vector network analyser. By sweeping the module 

control voltages, the phase and amplitude of the RF signal 

at the output were plotted against the RF signal at the 

input, this is shown in figures 4 and 5.  All RF 
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measurements were taken at 2.46GHz. The amplitude 

response is very non-linear but nonetheless monotonic. 

The phase response covers 398° and has some non-

linearity at low voltages but again is monotonic. Non-

linearity in the module’s responses is not critical as phase 

and amplitude are set within a control loop which uses the 

vector voltmeter response to set reference points. 

Figure 4: Phase and Amplitude Adjustment Module - Phase Output 

   The phase and amplitude adjustment module was reused 

to generate phase and amplitude differences between the 

RF inputs of the vector voltmeter module. The module 

DC output levels were recorded over the full platform 

phase and amplitude range between its RF inputs.  

 

Figure 5: Phase and Amplitude Adjustment Module – Amplitude 

Output 

 

Figures 6 shows the vector voltmeter phase output 

against phase input; the phase output is calculated from 

the I and Q outputs as described in the previous section. 

The response covers 360° before wrapping back to 0°, 

there is some non linearity but this could easily be 

adjusted for with a look up table. The relative amplitude 

plot in figure 7 shows a range of 25dBs for the platform; 

this is much greater than the expected amplitude 

mismatches in a beamformer. 

 

 

Figure 6: Vector Voltmeter - Phase Output 

Figure 7: Vector Voltmeter - Amplitude Output 

 

 

IV. CALIBRATION ALGORITHM DEMONSTRATION 

The initial application for the platform was to test 

calibration algorithms developed at the Institute. The 

calibration algorithms work by defining a single antenna 

element as a reference and calibrating all other antennas 

relative to that reference by following a particular route 

through the elements of the array. The choice of reference 

element and the path chosen determines the efficacy of the 

algorithm in terms of accuracy and speed. The results of 

testing on different algorithms have been presented in [9]. 

In this paper the measurements from testing one of these 

algorithms will be presented as an illustration of the 

capabilities of the platform. 

 The dual path algorithm is a comparison based 

calibration algorithm. It selects a reference element in the 

left hand corner of the array and then performs 

comparisons with the elements coupled to the reference 

antenna element; it takes two paths of identical length to 

each element of the array from the reference antenna. 
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These two paths are averaged to reduce the effect of 

coupler errors.  

Figure 8 shows a photograph of the calibration 

algorithm test set-up. The antenna connections on the 2x4 

coupler array were connected to the inputs of a high speed 

digital oscilloscope (Agilent Infinium 5483A DSO 

2.5GHz); unused antenna connections were terminated 

with 50Ω loads. The oscilloscope offers resolutions of 

better than 1° in phase and better than 0.1dB in amplitude 

which is sufficient to verify the operation of the platform 

and algorithm.  

 

Figure 8: Calibration and beamforming platform with antennas 

replaced by a high speed digital oscilloscope 

 

To represent an uncalibrated system, each channel was 

set to a random phase shift and amplitude attenuation by 

applying control voltages to the phase and amplitude 

adjustment modules. An oscillogram of the random phase 

and amplitude relationships on four of the antenna 

connections is shown in Figure 9. The dual path algorithm 

was then run in Labview on the platform PC and the phase 

and amplitude relationships were measured on the 

oscilloscope; Figure 10 shows an oscillogram of the 

signals at the antenna connectors after calibration. 

 

Figure 9: Oscillogram of uncalibrated output signals 

From the oscillograms it is clear that after calibration 

there is no visible phase difference and a small visible 

amplitude difference between the channels. More precise 

measurements for each TX output of the array are 

presented in Table 1 

 

Figure 10: Oscillogram of antenna connections after calibration 

 

 

Table 1: Transmit phase and amplitude measurements wrt TX1 

 TX1 TX2 TX3 TX4 TX5 TX6 TX7 TX8 

Phase wrt 

TX1 (°) 

0 1.8 -2.2 -2.2 -1.6 0.l8 0.4 -0.4 

Amplitude 

wrt TX1 dB 

0 0.11 -0.27 -0.03 -0.49 -0.56 -0.22 -0.3 

 

 

The results table shows that the maximum phase 

difference from the reference element (TX1) was 2.2° and 

between elements was 4°. The maximum amplitude 

difference between the reference and the other elements 

was 0.56dB and between all elements was 0.67dB. 

 

 

V. CONCLUSIONS 

This paper presented a test platform for the exploration 

and development of tower top antenna array calibration 

algorithms and technology. The platform operates at 

2.46GHz and uses off-the-shelf components in a modular 

easily expandable architecture. The software, Labview, 

allows easy configuration of the hardware and 

implementation of calibration algorithms. Platform 

measurements were presented which showed a phase and 

amplitude control range of 0 to 360° and 25dB 

respectively for each array output. Additionally a 

calibration routine was run on an array with antenna 

outputs preset to random amplitudes and phases, the 

routine succeeded in reducing the phase and amplitude 

difference between outputs to less than 1dB amplitude and 

5° phase.  
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Abstract 
 

This paper investigates a typical PIFA performance 

in wearable applications. The antenna input 

impedance has close correlation with its positions 

which should include not only its distance to the body 

surface but also its rotation angles. The radiation 

efficiency also plays an important role in the overall 

antenna performance due to electromagnetic 

absorption by the human body in its near field range. 

A numerical model is first reported according to the 

simulation result as far as we know, so that it simplifies 

evaluation of PIFA performance when it is used in 

mobile phones or wireless sensor nodes.  

 

1. Introduction 
 

PIFA is the most popular antenna in personal 

wireless networks due to its low profile, low cost and 

good bandwidth. Any antenna design requires careful 

consideration regarding proximity coupling, 

particularly for a compact design with a limited 

volume. High antenna efficiency, enough bandwidth 

and good tolerance of human movement are several key 

factors to antenna engineers for optimum performance 

in conjunction with not only the RF circuit but also for 

the specific application environment [1][2].  

Strong coupling occurs through the near field 

between the antenna and the human body in a wearable 

communication system [3]-[5].Any distortion, such as 

the body-antenna separation or antenna rotation, has 

considerable effect in the near field. In general, the 

distance between the antenna and the human body 

surface refers to the degree of coupling intensity, which 

may be applied for a fixed incident antenna position 

and orientation [6]-[12]. Considering the wave 

incidence at different angles, with various antenna 

orientations, the radiation performance will alter in 

terms of the maximum radiation direction, the antenna 

bandwidth and efficiency.  

 

2. PIFA port impedance variations with 

distance and rotation angle 
 

In this paper we investigate a 2.4 GHz PIFA antenna 

rotating along its center point as shown in Figure 1. A 

numerical electromagnetic phantom used in the 

simulation has a permittivity (εr) of 45, a loss tangent 

of 0.3, with dimensions of 150 × 150 × 20 mm. The 

size of this body model was found after comparing the 

simulation results in terms of antenna performance 

when a larger model was used. No significant 

differences were found. The angle is formed by the 

ground plane of the PIFA antenna and the top surface 

of the phantom as shown in Figure 2. In the initial 

simulation, the PIFA antenna is located parallel to the 

phantom but having a 1 mm separation. The PIFA 

antenna is then rotated along y axis while keeping the 

separation from the axis edge to the phantom surface 

given separation. The rotations angles (θ) are chosen 

depending on the given separation where the lowest 

edge can not touch the phantom surface as listed in 

Table 1. Simulations are employed to check port 

impedance, radiation pattern and antenna efficiency. 

However some larger separation and rotation angles 

could be verified, but this condition is not often met in 

a wearable scenario. Only a limited range is selected in 

this paper. 

 

Table 1: The rotation angles at different separation 

Separ

ation 

Rotation 

Angle 

 Separat

ion 

Rotation 

Angle 

1 mm -2
0
, -1

0
, 0

0
, 

1
0
, 2

0 
 2 mm -4

0
, -2

0
, 0

0
, 

2
0
, 4

0 
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3 mm 

 

 

-8
0
, -6

0
, -4

0
,  

-2
0
, 0

0
, 2

0
, 

4
0
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0
, 8

0
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6
0
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0
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0
, 

0
0
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0
, 4

0
, 

6
0
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0
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5 mm -120, -100,    
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0
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0
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0
,   

-2
0
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0
, 4

0
, 

6
0
, 8

0
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0
, 

12
0 

 10 mm -200, -160, 

-12
0
, -8

0
,   

-4
0
, 0

0
, 4

0
, 

8
0
, 12

0
, 

16
0
, 20

0
 

20 

mm 

-30
0
, -25

0
,    

-20
0
, -15

0
,    

-10
0
, -5

0
, 0

0
, 

5
0
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0
, 15

0
, 

20
0
, 25

0
, 30

0 

   

 

 

L—39.78 mm 

W—9.17 mm 

H—7.75 mm 

L1—22.65 mm 

W1—5.6 mm 

W2—2mm 

W3—2mm 

 

 

 

 

 

 

Figure 1: The PIFA antenna in free space 

 

 

 

 

 
Figure 2: The PIFA rotating along the y axis 

(Clockwise rotation represents a negative angle and 

counterclockwise rotation represents a positive 

angle) 
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Figure 3: (a) The real part and (b) imaginary part 

of port impedance variations with separation and 

rotation angles at 2.44 GHz. The curves of ref 

represent the PIFA port impedance in free space, 

where the ripple is caused by simulation numerical 

errors 

 

Port impedance is a parameter to demonstrate 

antenna detuning effects in a complex user 

environment, which impacts the resonant frequency and 

available power to antenna. To list the detail effects to 

antenna, the impedance is divided into real and 

imaginary parts instead of the usual S11. As exhibited in 

Figure 3 (a), the real part of the port impedance 

decreases with rising separation and the deviation 

decreases as well. Figure 3 (b) shows the imaginary 

part of the port impedance, the slopes of the curves are 

gradually reduced with the growing separation which 

could be explained by weaker coupling between the 

PIFA and the human phantom. Approximate equations 

are introduced to described these variations. 

 

Equation 1: The real part of the port impedance 

( ) ( )dndfz ,)Re( θ+=  [1] 

 

L
1

H

W

L

W1

W2

W3
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mmdmm

mmdd
df

201035

10)ln(*546.28354.96
{)(

≤≤

<−
=

mmdwhen 10mm1 <≤  

( ) ( )( ) θθ *ln94.177.4, ddn ∗−=  

mmdmmandwhen 2010030 ≤≤<<− θ

( ) θθ *)8488.0*0161.0(, −= ddn  

mmdmmandwhen 2010300 ≤≤≤≤ θ  

( ) θθ ∗−= 1357.0,dn  

 

Equation 2: The imaginary part of the port 

impedance 

mmdmmwhen 202 <≤  

( ) ( )θθ mdgz += *)Im(  [2] 

7871.8)ln(1713.3)( −∗= ddg  

( ) 409.14)ln(*723.10 +−= θθm  

mmdwhen 20≥  

0)Im( ≈z   [3] 

 

3. PIFA radiation efficiency variations with 

distance and rotation angle 
 

The radiation efficiency is defined as being the total 

radiated power divided by the maximum available 

power when the antenna is impedance matched. 

Especially in wearable antenna, the human phantom 

will absorb part of the radiator energy due to the 

microwave heating effect. The efficiency indicates the 

total obtainable gain of the PIFA, which also has an 

impact on battery lifetime. 
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Figure 4: The radiation efficiency changing with 

separation and rotation angle 
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0212.0)ln(0149.0)( +∗−= dds  

0242.0)ln(0079.0)( −∗= ddq  

1527.00285.0)( +∗= ddw  

 

4. PIFA radiation pattern variations with 

distance and rotation angle 
 

The radiation pattern always changes with different 

antenna orientation whatever a PIFA antenna is utilized 

in off-body or on-body channels. Off body channel 

need more energy propagating away from body surface, 

however on-body channel need energy propagating 

along body surface. 

Here we display several radiation patterns at 

different distance and angles that will provide us a 

clear picture about the body effect on PIFA radiation 

performance.  
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Figure 5: The E plane (ZX plane) Gain pattern (a) 

at 0 degree rotation with different separation (b) at 

2mm separation with different rotation angle 
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The results show that the separation (D) has a more 

influence on gain pattern. The available gains in the 

main lobe increase with the rising separations which 

agree with the antenna efficiency variations in Figure 4. 

There have clear attenuation in the lower half plane 

compared to that of free space due to the phantom 

absorptions regardless of the separation. 

Small rotation has limited impact on antenna 

radiation pattern as shown in Figure 5 although it 

sufficient affects the port impedance and efficiency 

explained in previous sections. 

 

5 Conclusions 
 

A PIFA antenna used in WPN (Wireless Personal 

Network) is reported in this paper considered its 

different separation and rotation angles. Simulations 

prove that the port impedance and the radiation 

efficiency have strong correlation with its positions and 

orientation. Several equations are first reported to 

describe the port impedance and efficiency as functions 

of D (the separation) and θ (rotation angle). The 

radiation pattern is not sensitive to small rotations. In 

the future, detailed measurement will be carried out 

confirm those equations. 
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Abstract 

Several novel compact annular-ring patch antennas 
for circular polarization are presented. Two 
techniques are employed to reduce the antenna size 
and provide a suitable input impedance match, one is 
to insert strips into the annular ring and the other is 
to place a cross-slot into the ground plane. The 
proposed annular-ring patch with a cross-slotted 
ground plane can obtain a much smaller size for a 
given frequency.  The resonant frequencies of these 
novel antennas can effectively be reduced due to 
increased path length of surface current. Dual 
annular-ring patch antennas with an embedded  
circular patch can provide dual frequency circular 
polarization characteristics. The performances of the 
proposed antennas are discussed.  
 
Keywords: Annular-ring antennas, circular 
polarization, cross-slot, dual-frequency 

 

Introduction 

With the increased development of wireless 
communications systems, miniaturization of 
circularly polarized antennas have become more  
attractive to the engineering researcher.  Annular-
ring patch antennas have a smaller dimension 
compared to other square and circular patch 
antennas [1-5]. If annular ring is embedded with a 
pair of notches and a strip in inner circle, the antenna 
will exhibit circular polarization characteristics. 
Aperture-coupled microstrip fed annular-ring patch 
antennas have also been shown to produce circular 
polarization [6].    
In this paper, two techniques are applied to the 
circularly polarized annular-ring patch antenna:  
embedding strips in the annular ring and cutting a 
crossed-slot into the ground plane. For a patch 
antenna with a narrow annular-ring, it is very 

difficult to achieve a good match to the 50 Ohm 
impedance of the coaxial probe. To obtain 
compact patch size and circular polarization at a 
given frequency, these branch strips are employed 
to match the coaxial probe. The proposed 
structures can effectively miniaturize the patch 
antenna size. A significant further size reduction 
can be achieved by augmenting the annular-ring 
patch antenna with a crossed-slot in the ground 
plane [7-8]. Various novel annular-ring circularly 
polarized antennas are designed and studied 
experimentally, and the circular-polarization 
performances are evaluated.  

 

Annular Ring Patch with Embedded Strips 

 

   It is well know that annular-ring patch antenna is 
smaller than the rectangular patch or circular patch 
antenna.  At the same time, the investigations on 
the annular-ring indicate when the inner radius of 
annular-ring is increased, the resonant frequency is 
decreased. But as the inner radius becomes large, a 
high impedance is created and it is difficult to 
provide a suitable match to 50 Ohms. So, some 
matching strips are placed inside the annular-ring 
to obtain good matching at the low frequency. In 
this paper, three new structures embedded into 
cross-strip patch are presented in Figure 1 a, b and 
c. If the position of feed point is properly selected, 
the two orthogonal modes of the annular-ring 
patch antennas can be excited with equal 
amplitude and 90 degree phase difference at a 
given frequency. Thus, the characteristics of 
circular polarization for annular-ring are realized. 
Three patch antennas presented in this paper are 
printed on FR4 substrate, of relative permittivity 
4.2, of thickness 1.52mm, loss tangent 0.02. Using 
optimized results, the antenna dimensions for 
Antenna A, B, C are list in the table 1.   For the 
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same size of annular-ring outer radius, the 
measured return loss and axial ratio properties of 
three different circular polarized annular-ring 
antennas are plotted in the Fig 2 and Fig 3, 
respectively.  It is found that three antennas have 
good impedance bandwidth and axial-ratio 
performances. The normalized spinning radiation 
patterns in the XoZ plane for the three types are 
shown in Fig.4 (a), (b), and (c) at their individual 
centre frequencies (1.562GHz, 1.556GHz, 
1.452Ghz),  respectively.   

 
 
 
 
 
 
 
 
 
 
  (1) Antenna A              (2) Antenna B                 (3) Antenna C                        
 
Figure 1.  Annular-Ring Patch with embedded strips 
 
 
Table 1   The parameters of three annular-ring patch antennas 

embedded cross-strips   
 

 

1.35 1.40 1.45 1.50 1.55 1.60 1.65 1.70 1.75

-20

-10

0

S1
1(

dB
)

Freuqency(GHz)

 Antenna A
 Antenna B
 Antenna C

Figure 2.  S11 for three annular-ring patch antennas 
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Parameters(mm) 
No. R1 R2 W Feedpoint L1 L2 

Antenna A 24.8 8.2 1 (-7,7) 4 - 
Antenna B 24.8 7.8 2 (-6.6,6.6) 3.8 - 
Antenna C 24.8 12.8 2 (-3,3) 59 9.8 
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Figure 4. Spinning dipole radiation patterns 
for the antennas at different frequencies 
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  Annular-ring Patch Antenna with Embedded  
Circular Patch and a Cross-slotted Ground Plane 
     
In order to miniaturize the annular-ring antenna, a 
cross-slot in the ground plane is employed to 
compact annular-ring due to increased surface 
current path.  To match the annular-ring patch, a 
circular patch placed in the centre of annular-ring 
patch is used, as shown in Figure 5 (a).  Figure 5 (b) 
shows the geometry of the proposed dual-
frequency circular polarized characteristics. These 
patches are printed on FR4 substrate, of 
permittivity 0.4=rε  and thickness 1.52 mm. The 
crossed slot in the groundplane has unequal lateral 
lengths, L1 and L2, with a slot width w.  This 
structure can excite two degenerate orthogonal 
modes with equal amplitude and 90 degree phase 
difference by tuning various parameters (R2, R3, 
L1, and L2) and right-hand circular polarization 
(RHCP) radiation is obtained. The optimized 
dimensions selected are listed in table 2. In order 
for better matching of input impedance, a circular 
slot of radius R4 = 4mm is located at the centre of 
the cross slot.  This antenna is excited by a 50 ohm 
coaxial probe, and position of feedpoint along the 
diagonal line is also listed in table 2.     

0

Feed Point

(a)

(b)

(c)

x

y
z

L2SD1

L1
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R1

R2

 
 
 
 
 
 
 
 
 
 
 
 
 

                

0Feed Point
(a)

(b)

(c)
L2

L1

W

R1

R2

R3W2

W1

 
 (b) The proposed dual-frequency CP antenna 

 
     

 
Figure 5. The geometries of the annular-ring patch antennas 
loaded by circular patch with cross-slotted ground plane 

 
 
For the single frequency CP antenna, in 
comparison to the conventional circular patch 
antenna, the centre frequency of the proposed 
annular-ring patch antenna is smaller by 55 % for 
the same substrate and outer circular radius. The 
measured 10 dB return loss impedance bandwidth 
for the proposed antenna is approximately 65 MHz 
(6.1%) from 1.039 GHz to 1.094 GHz, as shown in 
Figure 6.  
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 Figure 6.  Measured and simulated S11 for the single 
frequency CP antenna. 

(a) The proposed single-frequency CP 
antenna 

13



1.062 1.064 1.066 1.068 1.070 1.072 1.074 1.076 1.078 1.080 1.082 1.084 1.086
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0
Ax

ia
l R

at
io

(d
B)

Frequency(GHz)

 Simulated result
 measured result

 
Figure7 Axial ratio for the single frequency CP antenna.  
 
The simulated and measured axial-ratio (AR) is 
shown in Figure 7. The measured axial-ratio 
bandwidth, determined for AR <3 dB, is about 16 
MHz (1.6%) from 1.065 GHz to 1.081 GHz.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure8 Return loss for the dual-frequency CP antenna 
 
 
 
 
 
 
 
 
 
 
 
 
 

For dual CP antenna, the simulated and measured 
results for return loss and axial ratio are shown in 
Figure 8 and Figure 9, respectively. The measured 
results are in agreement with the simulated results. 
The measured results show bandwidths of input 
impedance for a S11 less than 10 dB are about 
5.88% (72 MHz) at 1.224 GHz and about 6.08% 
(90 MHz) at 1.480 GHz. The proposed antenna is 
reduced by about 53 % comparied to the 
conventional circular patch antenna. The measured 
axial ratio bandwidth for the first band is 12 MHz 
(0.98% with respect to 1.224 GHz) from 1.218 
GHz to 1.230 GHz, and for the second band, the   
axial ratio bandwidth is 16 MHz (1.08% with 
respect to 1.480 GHz) from 1.470 GHz to 1.486 
GHz.  

               
 

              Conclusions 

 
Two techniques are presented which reduce the 
size of annular-ring patch antennas, while 
maintaining the circular polarization characteristics. 
Several new compact annular-ring patch antenna 
geometries are examined numerically and 
experimentally. These novel annular-ring patch 
antennas can significantly reduce the patch size 
and also produce good circular-polarization 
characteristics.  An annular-ring placed around a 
circular patch antenna and loaded with a cross-slot 
in the ground plane is shown to reduce the antenna 
size by 55 percent compared to the strip-loaded 
annular-ring patch.  Good bandwidths of 
impedance and axial ratio are also obtained.  
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Table 2.   Dimensional parameters for the antennas 

 

Parameters(mm) R1 R2 R3 W1 W2 L1 L2 SD1 Wp FeedPoint 

Single CP Antenna  24.8 9.0 - - - 48.0 50.0 4.0 2.8 (-5,-5) 

Dual CP Antenna 24.0 18.9 6.5 0.8 7.5 40 42.4 -- -- (-3,-3) 
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Abstract—Location Based Services should deliver pertinent
information to the user at the right place and at the right time.
Such is the range of available content, that it must be filtered
and prioritised according to the user’s context to reduce wait
time and eliminate the delivery of unwanted information. While
some contextual information can be inferred from the device
sensors, such as location and time, a deeper understanding of the
user’s context can be inferred by combing these sources with an
implicit interpretation of the user’s actions. This paper proposes
an experiment to compare the user’s actions in a real world
environment to his actions in an identical virtual world, enabling
accurate contextual inferences to be made. The real world study
allows an analysis of real movements, which can be correlated
with movements in the virtual world, with a greater potential for
additional psychological analysis as part of the virtual world.

I. INTRODUCTION

As the proliferation of location aware mobile devices
increases due to continuous technology improvements, the
demand for Location Based Services (LBS) is increasing. The
goal of a LBS is to deliver appropriate content relevant to
a specific location (usually the user’s current location) at the
time when it is required. For example, a LBS might deliver
information on nearby restaurants to the user, however, a well
designed LBS must take account of more than just location.
Several other contexts, such as time of day, menu preference,
and whether the user is hungry or not, in this example, are
crucial to the development of an intelligent service. The LBS
must employ any contextual information which can be gleaned
implicitly to its advantage. In this case, if it can be inferred,
based on device location, that the user has been sitting in a
restaurant for the last 45 minutes, it is likely that the user has
eaten, and that restaurants are no longer a priority for the user.
Therefore the order of priority content must be recalculated
according to the user’s changing context.

LBS are designed for use on a mobile device, over a wireless
network. Transmission of information is often affected by
poor network coverage and slow processing on the device.
Furthermore, the quantity of spatially referenced information
available is continuously growing. As a result, it is crucial
for the most important content to be prioritised for delivery
to the user’s device to reduce latency for the user. Moreover,
irrelevant information must be elided to avoid swamping the
user with information. In order to provide such a contextual,

personalised LBS, the user’s context, intentions, interests and
preferences must be accurately interpreted from all available
sources. We propose the development of a testing environ-
ment for the interpretation of a user’s spatial movements
and perceptions, both in a real world and in an identical
3D virtual environment. By understanding the user’s actions
and correlating them to what the user can see in the world
around him, in relation to what is visible on the device
screen, issues such as the user’s concept of proximity, i.e.
what services are ’nearby’, and relevance, i.e. features that
are used for orientation purposes, those which correspond to
features/services of interest, and those which are irrelevant,
can be explored. An improved understanding of these user
context issues paves the way for the delivery of an improved
LBS, adding value to the service, and enhancing the user’s
experience.

II. RELATED WORK

Implicit Interest Indicators (III) [1] are employed by many
applications with a user modelling component. They are a
means of interpreting the user’s interest in a particular item.
For example, the printing of a Webpage as an III signifies
an interest in the contents of the page [1]. In the context of
a spatial browser, zooming in on a specific area signifies an
interest in its contents [2] [3]. By studying sequences of op-
erations, it is apparent that certain combinations of operations
have different meanings, depending on their order of execution
[4]. Furthermore, the strength of inferences made based on
user interaction varies depending on the context in which they
were executed [2]. For example, it has been shown that at
times when the mouse is not actively engaged in interface
manipulation, user’s eye movements, and consequently the
mental processing of the information on screen is connected
to the location of the mouse cursor [5]. At other times,
however, when the mouse is being actively engaged to pan
and zoom through the map for example, its location in relation
to the contents of the map is not as indicative of the user’s
objects/areas of interest [2].

The cognitive processes involved in the human brain while
processing traditional 2D maps on paper, and in digital form
are explored in [6] [7]. The authors explore the possibili-
ties of exploiting Cognitive Load Theory (CLT) for more

17



Fig. 1. A screenshot showing a section of the 3d campus model.

comprehensive and robust methodologies for 2D map con-
struction and analysis. Human cognition in relation to virtual
3D environments is explored in [8]. The human perception
of directionality between virtual landmarks is exploited for
the improvement of spatial learning. The test environment
proposed in this paper is concerned with the inferences about
the user’s notions of spatial perception in both two and three
dimensions which can be made from the physical movements
of the user through both real, and virtual 3D space. The
inferences which can be made from user’s physical interactions
with a map interface, including mouse movements and map
manipulation interactions, were explored in [2]. It is intended
to bring this concept of physical movement analysis for the
interpretation of the user’s spatial perception to both the real,
and virtual 3D space for experimentation.

III. PROPOSED EXPERIMENT

The test bed for the proposed experiment is a university
campus. An accurate 3D model of the campus has been
generated from LiDAR point clouds. The model covers an
area of 500m by 700m, containing 14 buildings represented in
exceptional detail. The internal representations of some of the
main buildings have also been built. This gives us an identical,
accurate 3D virtual representation of the real world campus,
a section of which is shown in Figure 1. Such is the scale
and detail of the model, that experiments could be carried out
at scales varying from an area covering 5m to 500m, or even
internally within the buildings, over multiple floors.

In the proposed set of experiments, users will carry a mobile
device offering an interactive 2D map of the campus with
information on all of the points of interest. A number of
predefined tasks will be carried out, requiring them to navigate
through the campus. Similar tasks will subsequently be carried
out in the virtual environment. The same 2D application on the
mobile device will be available to the user. Their navigation
through the real world environment will be assessed, and
compared to their navigation through the virtual environment
at a range of scales. Of primary interest are physical movement
patterns which could act as implicit interest indicators about
the user’s context, and the contents of the map on the mobile

device in relation to the objects which the user can see in
the real/virtual world. Such an experiment comparing and
contrasting navigation in identical real and virtual worlds is of
importance, as further analysis can be conducted in the virtual
world which is not possible in a real world scenario. Analysis
including eye tracking and EEG monitoring in the virtual
world would follow, which are not feasible in the real world as
the equipment is intrusive and cumbersome. Inferences about
the user’s eye movements and brain activity in the real world,
e.g. for navigation, can be made if the correlation between real
and virtual world performance is well tested and documented.

IV. CONCLUSION

Location Based Services must deliver contextually relevant
content in order to provide a useful service to the user,
minimising download time and reducing information overload.
Certain fundamental inferences about location and time etc.
can be made based on the device sensors. Our goal is to enrich
this contextual information by implicitly inferring additional
information about the user based on the relationship between
his/her physical movements and corresponding interactions
with an associated 2D map on a mobile device. We propose
an experiment to examine the relationship between physical
movements through space and 2D map browsing in identical
real and 3D virtual worlds. By assessing the correlation
between the real and virtual worlds, it could be possible to
conduct an additional psychological analysis on interactions
in the virtual world using equipment which would be inappro-
priate in a real world scenario.
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Abstract— The university campus of NUI Maynooth forms a 

substantial part of Maynooth town. Location based services 

(LBS) could be important for visitors to the campus and town 

in assisting them to make the most of their stay, particularly if 

they are not familiar with the town. In this paper we discuss an 

LBS application for Maynooth university campus and 

Maynooth town based on OpenStreetMap. The solution uses 

open source software and public participation rules to build its 

database. The work provides a prototype LBS system for NUI 

Maynooth which is currently under active development. The 

paper mainly describes some completed components of the 

work: data acquisition and pedestrian navigation algorithm 

design. Future work on path optimization and 3D applications 

is also discussed.   

Keywords: location based services, pedestrian navigation, 

walking area, path planning, OpenStreetMap, university town 

I.  INTRODUCTION  

University towns usually are situated in a quiet 
environment and beautiful scenery. These characteristics 
attract visitors to tour university towns. As strangers, these 
tourists could use a powerful and convenient Location Based 
Service (LBS) to help them get familiar with the unfamiliar 
environment and lead them to the interesting sites. Such 
applications need accurate spatial data and detailed 
geographical attribute information. Such products are not 
usually provided by mapping and cartography companies as 
this attribute information is often expensive to collect. 
Without these data and information products the problem of 
pedestrian navigation cannot be solved satisfactorily. We 
describe a system that adopts and integrates Web 2.0 
technologies and open source tools as a promising way to 
serve LBS applications for pedestrian navigation. We take 
the university town of Maynooth in Co. Kildare Ireland as a 
case study example.    

The work is part of the eCampus project, which is 

constructing a major test bed for StratAG, the Strategic 

Research Cluster in Advanced Geotechnologies 

(www.stratag.ie) at National University of Ireland 

Maynooth. It focuses on constructing a university campus 

related information system including diverse location-based 

services.  

II. FUNCTION DESIGN AND SYSTEM ARCHITECTURE 

Visitors can use the LBS applications from two types of 

terminals. The first type is through a standard desktop 

computer interface using an Internet browser. The other is 

mobile terminals which can acquire LBS information 

through wireless communication networks.  In terms of the 

delivery of content, the location based services for a 

university town are similar to other LBS applications. The 

major types of service include highlighting and querying 

Point of Interests (POI) and pedestrian navigation. Figure 1 

displays the system architecture in outline. The main 

functionality can be described as: 

 

  POI services 

• Where am I? 

• Where is an organization or a place located? 

• Where is nearest ATM or other type of POI? 

• etc 

A. Pedestrian navigation 

• 2D & 3D navigation; 

• Outdoor &  Indoor navigation 

• Navigation inside & outside walking areas  

• User preferred route planning  

• Natural language description 

• etc  

       

 

DB Server

Application Server

Spatial data

Attribute data

eCampus

server

POI Services

Pedestrian

navigation

Client

Other LBS 

applications

•Where am I?

•Where does 

NCG locate? 

......... ……

• 2D & 3D 

navigation;

• Outdoor &  

Indoor navigation

• user preferred 

route planning 

• natural language 

description

•……..  

•HTC P3470

•GOOGLE PHONE

•……

 
 

Figure 1 system architecture 
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III. DATA COLLECTION   

   Accurate spatial data and detailed geographical 

attribute information are the basis of LBS applications for 

any environment including university towns. In Ireland 

there are generally no suitable free data that can be directly 

used for such applications. In Maynooth, for example, 

Google Earth does not provide good resolution remote 

sensing images for navigation. Also Google Maps does not 

provide attribute data for POI queries and pedestrian 

navigation. Furthermore, obtaining high resolution remotely 

sensed imagery from commercial companies would incur a 

large financial cost that the project cannot support.  

Beginning in 2008 a cost effective method for creating a 

map of the campus was sought for NUI Maynooth and the 

surroundings area. This map creation task was necessary 

because this map data was required for use in the 

prototyping pedestrian navigation application. The fastest 

way to solve this problem would have been to use an “out of 

the box” mapping system like Google Maps or Virtual 

Earth. The other more costly option was to purchase the data 

about streets and paths in this area from a company which 

prepares maps for GPS devices.   

For pedestrian navigation a very detailed map of the 

campus area is required. This map must, by default, include 

all streets on which it is possible to drive but the map must 

also include pedestrian ways (paths, lanes, walkways, trails). 

A quick, efficient, and accurate solution to this problem was 

to create the map ourselves. OpenStreetMap is a free and 

open map of the world.  

OpenStreetMap allows users to upload GPS data, aerial 

photography, and other spatial sources for inclusion on the 

OpenStreetMap (OSM) map of the world.  There are many 

documents on the OSM Wiki pages to get started with map 

creation. A GPS logger device was obtained for GPS 

coordinate collection.  A GlobalSat® DG-100 GPS Data 

Logger was used. This device is not a complicated GPS 

device. It contains a button for on/off and three diodes 

which show current status and a simple trigger to allow the 

operator to choose how frequently the measurement of 

position is captured and recorded into the device's internal 

memory. This device is very widely use by the 

OpenStreetMap community. It is very easy to use this 

device with Linux servers as drivers are available using an 

application called GPSbabel [1]. Based on the same code, a 

special plug-in for an OSM editor called JOSM was 

manufactured by the OpenStreetMap community which 

downloads routes of journeys directly to a spatial data 

editor. 

      At the initial stages of map creation for Maynooth, it 

was decided that we would collect as much geographical 

data and information as possible about the vicinity. The 

final versions of the maps could be used then by members of 

the local Maynooth community and for us in university 

projects such as this project on pedestrian navigation. We 

are hopeful that the “open access to data” philosophy of 

OSM [2] will mean that it will not be necessary for other 

projects requiring mapping to re-invent the wheel and 

collect their own data. The OSM map can be continually 

updated and edited as geographical features change in the 

area or as more detailed or new geographical data is 

collected and uploaded to OSM. Due to this work, at present 

the OSM map of Maynooth better represents the 

geographical reality of the area than Google maps or Virtual 

Earth. It also offers the University the opportunity to 

quickly add or remove geographical features to the OSM 

map to accurately reflect changes in the physical campus 

structure – for example new footpaths or the relocation of 

facilities such as postboxes.  

      OSM data can be accessed in XML format. The XML 

format is verbose and shows all of the attributes for a line 

(roads, streets, paths) or point (Point of Interest, shop, 

amenity) feature on the map. An example is shown below 

for one point of interest (POI) which is Brady's Public 

House on Main Street of Maynooth. The subset of the XML 

is shown as follows.  

 
<osm version="0.5" generator="OpenStreetMap server"> 

<node id="344721377" lat="53.3815013" lon="-6.5902968" 

user="Blazejos" visible="true" timestamp="2009-02-

13T11:06:12+00:00"> 

<tag k="created_by" v="Merkaartor 0.12"/> 

<tag k="amenity" v="pub"/> 

<tag k="name" v="Brady's"/> 

</node> 

</osm> 

 
In graphical format Brady's pub is displayed on a graphical 

map tile by the Mapnik software package (figure 2). 

 

 
Figure 2  data collection sample 

 

   The first step in building the OSM map starts with 

traveling along streets, lanes and paths, in the town and 

capturing GPS coordinates for these features. This is a time 

consuming process. Before map data collection began the 

Maynooth town area was divided into small manageable 
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segments.   The process of data collection, editing, and final 

production upload to the OSM servers took between two 

and three days for each segment. In Ireland it is difficult to 

access high resolution aerial imagery without incurring a 

very large cost. This meant that the only method to capture 

high resolution data was to physically visit every 

geographical feature in Maynooth which we would like to 

have on the map.  

      The typical procedure was to travel the streets and lanes 

by bicycle to capture their shape in GPS coordinates. Data 

capture by bicycle was useful for several reasons. Firstly 

there were some examples of footpaths hidden between 

trees and bushes and could only have been captured using 

ground survey. The bicycle also allowed travel along 

pedestrian-only streets and lanes.  At the same time the 

relative location of the geographical details was captured of 

all other important information particularly POIs such as 

speed bumps, street lights, bus stops and shops. Photographs 

were taken with a digital camera to enhance the accuracy of 

the placement of these POIs on the map and in their physical 

description.  

     Upon returning to the laboratory the data from the GPS 

logger were uploaded. Street and line feature data was 

uploaded first followed by adding information on POIs. The 

Java OpenStreetMap (JOSM) [3] editor was used for this 

task. The JOSM has a special plug-in which allows the 

editor to match digital photographs taken during the survey 

with points on the line representing the line feature. This is 

done by comparing points on the GPS coordinate line with 

the time stamps of the JPEG photographs taken by the 

digital camera. 
 

 
Figure 3  data collection sample 

     This approach to map creation is not perfect as it is 

difficult to capture the shapes (plan view) of buildings. It is 

possible to create reasonable approximations to the shape of 

large buildings by simply walking around then and 

recording coordinates with the GPS device. However this is 

not suitable for all buildings as it is often the case that not 

every corner or side is accessible by pedestrians. Therefore, 

the National Centre for Geocomputation (NCG) at NUI 

Maynooth provided us with an aerial photograph of the 

Maynooth campus.  

  The dimensions of this image are 7113x8810 pixels and it 

was resolution-rectified using the on-line tool “Map 

wrapper” [4]. The aerial photograph does not cover all of 

Maynooth. However the photograph has allowed us to 

create a complete map of Campus buildings and campus 

path ways. 'Map wrapper' provides a Web Map Service 

(WMS) which, in combination with the JOSM plug-in, 

allows a direct connection. It was then a simple task to place 

this aerial photograph as a background in JOSM and simply 

transfer the necessary features onto the map. The final result 

of this map production work is a high quality map of our 

university campus as figure 3).  

    The map offers greater resolution and more geographical 

attribute detail than maps offered by Google Maps or 

Microsoft Virtual Earth for the same location. The map of 

Maynooth (town and campus) is presented by the OSM 

public server but can be used freely by any third party. In 

particular, university research projects can use this map 

without constraints of map license structure or map 

purchase/usage costs. OSM is far from being “the finished 

article” for Ireland. Many locations in Ireland are very 

poorly mapped and contain little or no geographic detail. It 

is our intention to disseminate our knowledge of OSM and 

map production widely to other researchers and the general 

public in Ireland. It is hoped that this will help inspire other 

citizens to become part of the OSM community and assist in 

improving the representation of the island of Ireland in 

OSM. This data collection solution makes the geographical 

data updating of the OSM maps a very minimal cost 

exercise. It provides an opportunity for users to add new 

POI or other information into the database. For pedestrian 

navigation it is very important to have the information 

updated frequently. 

IV. PEDESTRIAN NAVIGATION 

When visitors use LBS applications in a university town 

most of their travel mode is walking. Pedestrians are not 

constrained to the road network (for example the lanes, turn 

restrictions, one-way streets) unlike vehicle drivers [5], [6]. 

In addition there are some special features that are unique to 

pedestrian navigation. These include “walking areas” where 

pedestrians can walk freely such as squares, grassland, parks 

and open ground. This is one of the key differences 

compared with the road networks used for vehicle 
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navigation. We define a walking area in 2D Euclidean space 

as an area where pedestrians can walk at random without 

using fixed paths. A walking area is generally represented 

by a polygonal feature. Zheng [6] discussed data modeling 

of pedestrian networks including walking areas. In former 

work [8] we classified walking areas into three types with 

orthogonal attributes including the character of their 

boundaries and entrances, concave-convex characteristics of 

their shape and the presence of impenetrable islands. 

Walking areas can be divided further into three subtypes 

derived from the access character of the boundaries and 

entrances: fixed entrances, open boundary (free entrance), 

and open boundary with restrictions. Considering the 

subtypes of the other orthogonal factors in characterizing 

polygon shapes there should be 12 general situations. For 

developing robust pedestrian navigation services the entire 

set of situations must be taken into account. 

      Pan [7] put forward an algorithm generating optimal 

paths within a polygon (a walking area) with interior 

obstacles. This algorithm was based on Dijkstra’s algorithm. 

This work also provided some solutions for the special 

behaviors of pedestrians, such as preference for easy 

walking routes and preference for indoor routes. 

     Zheng [8] describes a Two-Level Path Planning 

Algorithm for pedestrian navigation. In a related paper 

currently under peer review the author describes the solution 

for pedestrian navigation with open boundary areas. The 

solution solves the problem to represent the link passing 

through open boundaries in any directions by building up 

the connecting relationships between the open boundary 

area and other related spatial nodes (including simplified 

adjacent open boundary areas). At the first level this takes 

an open boundary area as one node of a link-node network 

for path planning outside walking areas. The second level is 

used for optimal path planning inside the walking areas. The 

detailed algorithm will be published in the near future. 

 

 
Figure 4  3D data sample 

 

V. CONCLUSION AND FUTURE WORK 

      Our goal is to obtain a cost effective way for data 

collection and software deployment for LBS applications for 

the case study of pedestrian navigation in a university town. 

A 2D data collection solution has been adopted based on 

OpenStreetMap. This paper has described our preliminary 

work so far.  Future work will focus on better optimal path 

representation for various topographic situations.  

Furthermore, we will develop test applications for mobile 

terminals to allow user testing to be performed. Figure 4 

shows a 3D data sample of NUIM campus obtained as part 

of the StratAG project. The extension of pedestrian 

navigation to 3D scenarios (for example, inside buildings) 

will also be investigated. 
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Abstract — Pedestrian Navigation requires effective 
communication between the mobile device and the user. The 
Mobile device should be able to give feedback to the user 
ensuring there is minimum input and attention of the user 
required.  Mobile interaction for navigation has mostly been 
through the use of visual interfaces with maps and annotations. 
This paper describes a Multi-modal, haptic interface with the 
visual interface of an OpenStreetMap on a mobile platform. The 
Wiimote is used as the haptic tool which will vibrate based on the 
navigation path to be taken by the user with signals from the 
mobile application via a wireless connection using bluetooth. 

Keywords- Multi-Modal, Haptic, OpenStreetMap, Wiimote, 
Pedestrian navigation 

I. INTRODUCTION 
According to a new study from ABI Research [5] the number 
of subscribers to handset-hosted location based services (LBS) 
increased in 2008 to more than 18 million.   Thus we can see 
an enormous growth during the coming years in the use of 
mobile services.  For good Location Based Services (LBS), 
there is always the need of an effective medium of interaction 
between the human and the mobile device.  The various ways 
in which we can achieve that can roughly be classified under 
the following: graphical user interfaces (GUI), speech user 
interfaces, haptic user interfaces, gaze interfaces, and 
computer vision.   
 
When selecting an interaction technique, we must know what 
is the task that we are looking to make easier and more natural 
for the user and how do we plan to do that decides upon which 
modalities we are going to use for input and output. 
Part of this is 
- graphic feedback, haptic feedback, auditory feedback, 

speech synthesis 
- manual (haptic) input, speech input, voice input, eye 

tracking, computer vision. 
If multimodal interaction is going to be used, then how do we 
overcome the complexities that come with it?  The need for 
psychological aspects is required inorder to assess which of 
the methods are easy and hard for understanding and which 
people prefer using.  We must select the programming 
platform and additional software packages based on the 
modalities we choose for our work.  Lots of work to make the 
browser a location-aware one is going on and with the 

Geolocation API, the browser will now be able to recognize 
you current location and give you search results based on that.  
This will cut down on the human interaction part.  Mozilla [6] 
has recently included a new experimental add-on called Geode 
to their famous web browser - Firefox.  Geode provides a 
rudimentary implementation of geolocation for the current 
version of Firefox by using a single hard-coded location 
provider to enable Wifi-based positioning conforming to the 
W3C Geolocation specification [7] so that developers can 
begin experimenting with enabling location-aware 
applications today. 
 
Since mobile devices have issues such as small memory, small 
display, latency, and user input constraints, we need to ensure 
the application does not overlook those factors.  Also the need 
to choose between broswer based and widget based 
application is of importance.  The use of graphical display like 
maps or texual description, requires the user to look into the 
screen while he is on the move thus interupting the user’s 
other major work.  Use of audio feedback also requires the 
users attention at all times just limiting the user from 
performing other tasks at the same time. 
 
Car navigation systems have evolved well over the years to 
provide better communication between the user and the 
system.  These navigation systems work better with the GPS 
satelliites as the cars travel on roads and it is quite easy to get 
good signals from the satellites.  Also in case of the car, the 
user’s context does not vary also his field of view, thus it is 
comparitively easier to provide effective navigation to the 
user.  The pedestrian navigation system is much more 
complex, as user context various quite rapidly and the system 
should dynamically change accordingly.  Also it requires the 
user’s attention if the system is a visual interface or audio 
feedback.  Haptics on the other hand will not need much of the 
user’s attention when on the move.  In this paper. we propose 
the need for haptic feedback for pedestrian navigation along 
with the visual interface on the mobile device. 
 

         II. NAVIGATION USING HAPTIC FEEDBACK 
The word haptics refers to the capability to sense a natural or 
synthetic mechanical environment through touch. Haptics also 
includes kinesthesia (or proprioception), the ability to perceive 
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one’s body position, movement and weight (Hayward et al. 
[1]).  
 
An exploration of haptic output for indoors pedestrian 
guidance (e.g., a room in a hospital) which is what 
GentleGuide [2] does is limited to indoor navigation and has 
fixed paths.  Most of the other work done with respect to 
haptics is focuses on people with a visual disability, like the 
wearable navigation system by Ertan et al. [3].  Our work is to 
maximize use the sense of touch efficiently to help users 
navigate in an outdoor environment, similar to Keyson [4]. 
 
So here we are designing for various contexts and for a broad 
range of users.  We also keep in mind various other aspects 
while we model the system which includes the user’s level of 
experience, cultural background, physical abilities, cognitive 
abilities, work domain, including others.  We also plan to 
model the location or travel history and then try to provide 
context aware results based on digital dairy/calendar inputs for 
reminders and also current weather and other environmental 
information too.   
 

III.  SYSTEM IMPLEMENTATION  
 

                 1.a) Mobile Device with GPS and Digital Compass 

                                   
                                                                                           
 

1.b) Controller  

  
 

 1.c) Haptic Device 
 

                                                                               
 
           
       

Figure 1. Flow of information in the haptic feedback 
system.     

The digital compass along with the GPS embedded in the 
mobile will let the user navigate in open space.  We also 
attempt to provide the best modality combination based on the 
current environment.  So if it the user wants to view the path 

on a map in the middle of his/her navigation, he can switch to 
the map mode. 
 
Our haptic feedback system (Fig 1) allows the user to keep his 
mobile device (Fig 1.a) inside his pocket or bag and with the 
help of a Bluetooth connection to a Wiimote (Fig 1.c) or with 
the use of the mobile phone itself, we can guide the user to his 
location with the help of haptic feedback in the form of 
vibrations.  We need a controller (Fig 1.b) to decode the 
encoded signals that is received by the Wiimote to interpret 
the signals.  The user will be guided toward the right path to 
his location by altering the intensity and/or time of duration of 
the vibrations.  If the user changes his position to a entirely 
different location from the specified path (e.g., if it suddenly 
rains, the user might have  ran towards a building for shelter), 
then we also plan to dynamically re-route his/her path and 
provide the best route to the user based on his/her current 
position. 
 

IV. CONCLUSION  
Getting the mobile device to interact wirelessly with the 
Wiimote was the first challenge and now we need to 
understand as to how usable the Wiimote is going to be.  For 
this we are doing some user trials where paths have been 
predefined and we ask the user to reach the destination based 
on the haptic feedback and also by using the visual navigation 
and take feedback to see how effective the haptic feedback is. 
 
We intend to use OpenStreetMap as the visual interface as it is 
freely available for download and we can customize it as per 
our requirements.   During the initial stages we will use the 
data for Ireland which we have downloaded as our test bed.   
Haptic feedback will be useful as it enables the user to be 
involved in other work and would not need his/her attention as 
in the case of audio or visual feedback. 
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Abstract—Feedback control theory has been widely 
used in many fields; this paper introduces this theory 
into a model for a pedestrian navigation system. Based 
on the model, several feedback channels are designed 
and analysed using control theory. The pedestrian is not 
only a data receiver but also a data collector. All 
collected information is stored in a temporal database 
and can be used for spatial-temporal analysis. At the 
same time, feedback control theory can integrate all 
modules of the system as whole, which can help to 
improve the overall effectiveness. Based on information 
fed back and feedback control theory, the pedestrian 
navigation system will help users to “see more, 
understand better, and decide more quickly.” 

 
Keywords—Feedback control model, pedestrian 

navigation system, LBS (Location based services) 
 
 

I. INTRODUCTION 

With the advancement in communication, GPS and 
GIS technologies, vehicle navigation systems are now 
widely used. In recent years, pedestrian navigation 
systems have been increasingly an active research field. 
It is not always easy for pedestrians to find the right 
way to reach their destination in an unfamiliar 
environment. Pedestrian navigation systems can help 
them to find an optimal route. Navigation for 
pedestrians is different from that for vehicles. Different 
pedestrians may choose totally different routes. They 
can walk along a road, or across a square. They can 
also follow a twisting narrow pass, or even cross a 
muddy grass field. The pedestrian needs a highly 
efficient and individualized navigation service. 
Furthermore, the pedestrian may also want to know the 
current traffic situation before they decide which means 
of transportation to use. 

There are many pedestrian navigation systems 
available, but most of their implementation focuses on 
how to accurately determine the user’s location or how 
to add more functional modules to the system. However, 
improving the overall effectiveness between several 
collaborating modules is still a problem that needs 
further study. 

Some pedestrian navigation systems can collect and 
process information from different sources. This 
information can help users to choose a more suitable 
route. However, this data is usually considered transient 
and discarded after a short time. Archiving data for 
profiling user preferences or route information has not 
been used very much. 

In this paper, we focus on the task of how to 
improve the efficiency of pedestrian navigation systems. 
In section 2, we briefly introduce related work in the 
field of pedestrian navigation and feedback control 
theory. In section 3, we describe why feedback control 
theory can be usefully applied in pedestrian navigation 
systems and how it may be modelled. The paper closes 
with some concluding remarks and suggestions of 
enhancements for a practical pedestrian navigation 
system. 
 

II. RELATED WORK 

A. Pedestrian Navigation Systems 

Pedestrian navigation systems have been discussed 
for a long time. However, despite the fact that many 
navigation solutions include a pedestrian mode setting, 
none of these were worthy of that name [1]. Maybe this 
is an extreme verdict on the available applications for 
pedestrian navigation. However, it reflects that there 
still is a lot to do in this key area of location based 
services. Recent advances in mobile phones, 
positioning technologies, and wireless networking 
infrastructures are making it possible to implement and 
operate large-scale pedestrian navigation in the real 
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world and will result in them being more widely 
available in the future. Among them, NAVITIME is 
probably the most successful commercial navigation 
service for the public in Japan. Pedestrian navigation is 
one of its main services.  It became available early this 
century and now has over one million users in Japan [2].  

As a whole, pedestrian navigation is still on the 
edge of new positioning and communication 
technologies and several of its requirements have not 
been fully achieved. These include modelling the full 
complexity of walking routes, indoor navigation, 
personalized services suitable for various pedestrian 
behaviours and not implementing full 3D applications 
[3][4][5].    

With the advent of more powerful hardware and 
software technologies in several key areas, including 
communication, computing, positioning and spatial 
representation, and more friendly and powerful 
pedestrian navigation services will become a reality. 
 

B.  Feedback Control Theory 

Control theory is an interdisciplinary branch of 
engineering and mathematics, which deals with the 
behaviour of dynamical systems. The desired output of 
a system is called the reference. When one or more 
output variables of a system need to follow a certain 
reference over time, a controller manipulates the inputs 
to a system to obtain the desired effect on the output of 
the system [6] [7]. 

To avoid the problems of the open-loop controller, 
control theory introduces feedback. A closed-loop 
controller uses feedback to control states or outputs of a 
dynamical system. Its name comes from the information 
path in the system: process inputs (e.g. voltage applied 
to an electric motor) have an effect on the process 
outputs (e.g. velocity or torque of the motor), which is 
measured with sensors and processed by the controller; 

the result (the control signal) is used as input to the 
process, closing the loop. 

Feedback is a mechanism, process or signal that is 
looped back to control a system within itself. Such a 
loop is called a feedback loop. Intuitively many systems 
have an obvious input and output; feeding back part of 
the output so as to increase the input is positive 
feedback; feeding back part of the output in such a way 
as to partially oppose the input is negative feedback. 

Negative feedback helps to maintain stability in a 
system in spite of external changes. Positive feedback 
amplifies possibilities of divergences (evolution, 
change of goals); it is the condition to change, evolution, 
growth; it gives the system the ability to access new 
points of equilibrium [8][9]. 

Feedback control theory is widely used in many 
fields, such as biology, climate science, economics, 
electronic engineering and mechanical engineering. But 
it is seldom used in navigation field, especially in 
pedestrian navigation system.  
 

III.  MODELING OF PEDESTRIAN NAVIGATION SYSTEM 

The most important factor in a pedestrian 
navigation system is data. The system needs to get data 
from different sources and send processed data to users. 
Existing systems always take the pedestrian as an 
information receiver, which are typical open-loop 
systems. In this paper, the pedestrian is not only a data 
receiver, but also a data collector. The pedestrian can 
feed some information back to the system, which forms 
a closed-loop of information. 

Fig. 1 is the feedback control model of pedestrian 
navigation system. As shown in the figure, there are 
three feedback channels in the system: user feedback, 
spatial-temporal analysis feedback and validity 
feedback. These three feedback channels all are 
negative feedback, which can help to maintain system 
stability. 

 

 
Fig. 1 Feedback control model 
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A. User Feedback 

Because pedestrians are not limited in vehicle road 
network, they can walk across a square, or across a 
grass field. Therefore, compared with vehicle 
navigation systems, pedestrian navigation needs more 
information, including road network information, traffic 
information, POI (point of interest) information and 
some other information. One solution is to add more 
information source to pedestrian navigation system. In 
this system, the pedestrian is taken as an extra data 
source. 

There are some data collecting interfaces in the 
system, so pedestrian can feedback data to the system in 
time. For example, if a pedestrian gets caught in a 
traffic jam, he can upload the congestion information to 
the pedestrian navigation system, which can help other 
people to avoid heavy traffic. For another example, if a 
pedestrian finds a new shop when he is walking along a 
street, he can send the name of the shop to the system. 
The exact location of the shop will be sent to the system 
at the same time. In this way, a pedestrian navigation 
system can get more general and timely information. 
 

B. Spatial-temporal Analysis Feedback 

Pedestrian navigation systems can get information 
from different data sources. Most systems use these 
data only once. In fact, we can find much useful 
information by analyzing historic data, which is another 
kind of feedback channel of the system. 

A pedestrian navigation system needs to store 
several kinds of information. This information often 
evolves with time and location. So a temporal database 
will be constructed to store massive historic data. A 
temporal database supports the storage and retrieval of 
temporal data objects. Each entry in the database has 
one or more associated timestamps. All changes that 
occur are recorded and past states of the database may 
be retrieved. Two different timestamps may be used, 
the transaction time, corresponding to the moment when 
the information is introduced in the database, and the 
validity time, the time when that information is valid in 
the real world. 

By analysing the spatial-temporal data stored in 
database, pedestrian navigation system can not only 
reconstruct the missing data, but also predict future data. 

For example, real-time traffic information can help 
pedestrian to choose a suitable route. If the traffic 
information of some road segments is missing for some 
reason, we can reconstruct the missing data by 
analyzing historic temporal data. Results of spatial-
temporal analysis can be feed back to the system as a 
kind of data source. 

 

C. Validity Feedback 

Different user may choose different routes. Some 
pedestrians want to choose a shortest route or a fastest 
path. While other pedestrians may want to choose an 
easy-walk route. The system will calculate a route 
according to the user’s different requests.  

But can the calculated results truly meet the needs 
of users? A sidewalk may be no longer a fastest path 
because of road-works. And a user may not think a path 
is easy to walk because of the mud after a rain storm. 
So it is very important to get the feedback from users 
about system validity. 

In the process of navigation, the pedestrian can 
evaluate the precision of the data they receive and the 
validity of the calculated path. For example, each road 
segment will be assigned a number to represent the 
ease-of-travel over the road segment in advance. The 
smaller the number is, the easier the road segment is to 
walk. If a pedestrian thinks some road segment is not 
easy to walk, the system will increase the number after 
it gets the feedback from user. In this way, the system 
can obtain user’s evaluation in time, which is also a 
kind of useful feedback to improve the data processing 
efficiency.  
 

IV. CONCLUSION 

This paper attempts to apply feedback control 
theory to pedestrian navigation. Three kinds of 
feedback channels are discussed. User feedback can be 
used to collect more information. Spatial-temporal 
analysis feedback can be used to reconstruct missing 
data and predict future data changes. And validity 
feedback is useful to improve system efficiency. 
Furthermore, these feedback channels connect different 
parts of the system into a unit. Based on these feedback 
channels, pedestrian navigation system will become 
more practical, more efficient and timely. 
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Abstract—Currently transit quality information 

such as timetable adherence, bus arrival times and 

route performance has usually been disseminated 

through static environments on web-pages, paper 

documents or other different media. This paper 

describes a dynamic Geographic Information System-

based Web application which displays the same 

information through a dynamic web application. Using 

data collected from an Automatic Vehicle Location 

System (AVL), a map-based interface has been created 

to allow travellers and operators to see routes, stops 

and buses in motion. The collected information is 

archived for off-line analysis. The system allows users 

to query and display day-to-day management of 

operations as well as to generate static performance 

reports to provide a complete view of the transit system 

reliability. 

I. I INTRODUCTION 

 

Environmental occurrences such as traffic 

congestion or urban construction present new obstacles 

for transportation. Designing and implementation of a 

distributed transit vehicle information system will help 

reduce stress as well as improve confidence in and 

perception of transit systems [1]. Tram and Bus 

Tracker delivers real-time transit vehicle location and 

progress information highlighting any deviations from 

the published time-table or any bad services symptoms 

such as bunching of vehicles due to traffic conditions 

or incidents. Recent advanced techniques in 

communications, computing technology have made 

real-time transit information system an interesting area 

of research. In this project a web based application 

system has been developed to explore techniques of 

showing transit vehicle performance. This system was 

built using the PHP scripting language, a MySQL 

database, client-side JavaScript, XML and Microsoft 

Virtual Earth API.   

    This system has the ability to display transit vehicles 

locations in near-real-time on a map and offers user and 

operator interactive querying on a specific bus or route. 

In addition, it allows the operator to monitor and 

measure the vehicle fleet so as to improve the transit 

services provided.  

 

II TRANSIT SYSTEM’S RELIABILITY INDICATORS  

  

    Improving the reliability of services is one of the 

main objectives of transit agencies. Many performance 

indicators have been developed to assess transit 

performance, the choice of which indicator depending 

on the frequency of the service. For high-frequency 

routes (a vehicle at least every ten minutes) these 

include Excess Waiting Time (EWT) [2], Headway 

Regularity Index (R)[3], Headway Reliability (RH)[4] 

and Travel Time Reliability (RT)[4]. On high 

frequency routes passengers are more concerned with 

regularity, whereas for low frequency their concern is 

more with punctuality.   

    EWT [2] is defined as “the measure of the additional 

wait experienced by passengers due to irregular 

spacing of buses or those that failed to run”. EWT can 

be calculated by subtracting scheduled waiting time 

(SWT) from average waiting time (AWT) i.e.  

 

SWTAWTEWT −=       (1) 

            

   The term headway is used for the time interval 

between successive vehicles on the same route and in 

the same direction as they pass a particular point on 

that route [5]. 

   The headway regularity index is a reliability 

performance indicator for buses at a stop, route, or 

system level [3]. Service regularity is measured by 

comparing the actual with the scheduled headway. A 

high headway index (R) indicates a regular service 

whereas low numbers indicate headway irregularities. 
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r rank of headway (1..n) 

n total number of headway measures  

hr series of headways 

H mean headway 
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   When the headway measures are equal for n 

observations the headway regularity index will be 1. In 

this paper the headway regularity index was calculated 

for one bus route in both directions. 

    Many factors such as traffic conditions, route 

characteristics, passenger characteristics, and 

operational conditions contribute to bus unreliability.  

The term reliability can be defined as “the ability of the 

service to provide consistent service over a period of 

time” [5]. In this paper two types of bus reliability are 

measured, travel time reliability and headway 

reliability. 

   Travel time reliability measures the variability in bus 

journey time for a specific bus route within a specific 

time interval at a specific level of service [4].  The 

travel time reliability is defined as the mean over 

standard deviation of travel time.  

=RT
t

t

σ

µ
         (3) 

The higher value of RT indicates a good reliability. 

   Maintaining the scheduled headways by keeping 

regular spacing between buses will minimise the 

average passenger wait time and eliminates buses 

bunching. Bunching of buses happens in the absence of 

service during the scheduled time causing high 

passenger demand for the next bus. Headway 

Reliability is another proposed reliability indicator; it is 

defined as the standard deviation over mean headway: 

 

t

tRH
µ

σ
=     (4) 

Smaller values of RH indicate better headway 

reliability. 

 
III TRAM AND BUS TRACKER 

 

   Tram and Bus Tracker (www.bustracking.co.uk) is a 

joint project between NUIM and Blackpool Transport 

that uses various reliability measures to visualize the 

behaviour  of vehicles in ways to allow the operator to 

better assess and improve the quality of service. The 

system uses off-the-shelf GPS/GPRS integrated units 

programmed to transmit location at regular intervals 

(45 seconds approximately) while the vehicle is in 

motion. The data is stored on a server and can be 

displayed through a standard web browser to show 

views representing current locations of vehicles in 

close-to-real-time. The system displays real time 

locations of buses pictorially, textually and, using the 

facilities provided by the Microsoft Virtual Earth API, 

with 2D and 3D maps(figure 1). 

 

 
Fig (1) The public interface showing updating textual 

display plus moving locations on 

Microsoft Virtual Earth. 

 

   In order to improve services, as well as providing 

real-time information, this system builds up an archive 

of data that can be analysed and mined for information 

that can show behaviour of the transport system over 

time, indicating problems such as vehicle bunching and 

delays due to congestion. In addition, to qualify for 

public subsidies, operators must report Quality of 

Service metrics to government. These are usually 

calculated manually but the existence of a full archive 

of data gives the potential for automation. 

 

 
Fig (2) Route 5 in Blackpool city  

 

IV. BLACKPOOL ROUTE 5 

 

The City of Blackpool, UK lies along the coast of 

the Irish Sea. It has a population of 142,900, making it 

the fourth-largest settlement in North West England. 

The bus services in the city are operated by Blackpool 

Transport Services. For the purpose of demonstrating 

the analysis and evaluation of bus services in 

Blackpool, Line 5, a high frequency route, was selected 

to be a test case. This bus route contains 73 bus stops 

in both directions, 14 of which are timing-points where 
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departure times are quoted in the public timetable. 

Figure 2 shows Line 5 in Blackpool. 

 
V. IMPLEMENTATION 

 
   Excess Waiting Time (EWT) is a standard metric 

used to measure the quality of service on high-

frequency public transport. This indicator is a key 

performance indicator since it denotes how much time 

passengers had actually to wait in excess of what they 

would have expected if the service were perfect. EWT 

is calculated by subtracting Scheduled Waiting Time 

(SWT) from Average Waiting Time (AWT) and it is 

this which is used as the measure of reliability. The 

greater the EWT, the less reliable is the service [2]. 

EWT can be calculated on a daily, weekly or monthly 

basis. Figure 3 shows EWT values in a certain day for 

all bus stops along route 5 in Blackpool.  

 

 
Fig (3) EWT values for different bus stops in route 5 

    

   Buses bunching and headway overlapping can easily 

be noticed. The headway regularity index indicator was 

calculated to measure the quality of service; the result 

is shown in figure 4. High index numbers indicate a 

regular service whereas low numbers indicate headway 

irregularities.  

 

 
Fig (4) Headway regularity index values  

It shows that there is a trend towards higher 

headway regularity for all bus stops on the day the 

headway index was calculated. Starting from the bus 

terminus, travel time reliability was measured for each 

bus stop in the same direction; figure 5 shows different 

bus stops with travel time reliability measure. 

  

 
Fig (5) Bus stops with travel time reliability measure. 

 

Bus stops located on the south direction have higher 

travel time reliability than stops on the north, which 

means that they have a more reliable travel time.    

For headway reliability, a smaller values indicates 

better reliability. Headway reliability values seem to be 

high on the second segment of the route and tend to be 

lower before the end of the route (figure 6).  
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Fig (6) Bus stops with headway reliability measures 

 

VI CONCLUSION AND FUTURE WORK 

     

Tram and Bus Tracker is adynamic web application 

system with an intuitive interface and the ability to 

measure transit services’ reliability. The system can be 

useful to users (travellers) and the operators in that, as 

well as providing transit information in close to real-

time, it also provides tools to analyse performance and 

see where improvements are needed. The system 

architecture can be developed to be applicable to 

different transit services or regions.    
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ABSTRACT: 

In this paper we describe a process whereby the 
magnitude of either one or two frequency components of 
a signal is modified in order that it may be used to 
encode a hidden message within a signal in such a way as 
the casual observer would have no way of noticing the 
presence of a hidden message. Previous work has used 
filtering and signal addition to achieve the same goals. 
The current work improves on this by using a recent 
super-resolution component-identification technique to 
isolate the components to modify, limiting the impact on 
the quality of the signal. 

Keywords: Signal processing, digital audio watermarking, 
data hiding, Steganography 

 

1.0 INTRODUCTION 

The concept of Steganography, defined as “the art or 
practice of concealing a message, image, or file within 
another message, image, or file” [1] is not new. 
Steganography may be combined with Cryptography in 
order to make message data more secure even if the 
presence of the message is discovered. Digital watermarking 
of audio and video is a form of Steganography, in that the 
audio/video can be used to ‘hide’ the presence of other 
information. 

In recent years there has been a marked increase in research 
in the area of digital watermarking. This has been driven, in 
part, by the needs of the Entertainment Industry to find 
means for protecting, tracking or identifying intellectual 
property such as photographs, music and movies. The SDMI 
(The Secure Digital Music Initiative, a group consisting of 
more than 200 companies in the fields of I.T., Music and 
Entertainment, Consumer Electronics, Security and Internet 

Service Providers) challenge at the turn of the century, with 
regard to digital music, contributed to much investigation 
into the area of digital watermarking over the intervening 
years. Eventually, the SDMI folded, claiming that it was 
awaiting developments in technology before implementing 
digital rights management technologies. One of the reasons 
identified for the SDMI’s failure was that the technologies 
then available were insufficient to achieve the aim of 
completely hiding an added watermark from those expert or 
talented listeners described as ‘golden ears’. This meant that 
there was no way of preventing detection and ultimate 
removal of the watermark. The watermarking technology 
that the SDMI purported to recommend to the Industry was 
broken almost immediately [2]. 

There have been a number of alternative propositions for 
hiding data in cover signals and most are successful to a 
certain extent or in a given context. A good overview of the 
theories in this area can be found in [3]. The basic premise 
of watermarking schemes is that the information to be 
watermarked w is added or embedded in the cover or host 
signal s to produce a watermarked signal s’ 

  s + w = s’         (1) 

This paper proposes a technique for hiding data in cover 
audio signals, specifically music or spoken word, by the 
identification and modification of the magnitude of 
frequency components in the cover signal itself.   

In part, the work is inspired by [4], a technique designed for 
covert communications across a radio channel for military 
applications, and follows on from an earlier work which 
used the addition of multiple frequency components to 
achieve a similar aim [5]. In [5] it was proposed that the 
message to be embedded was to be separately generated. 
This was then added to the host or cover audio. In this 
paper, however, we instead propose that the host or cover is 
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itself modified in a controlled manner, rather than having 
potentially destructive and/or detectable content added to it. 
In both this paper and [5], the primary concern is for 
inaudibility of the watermark and blind or semi-blind 
detection, meaning that the decoder does not have any 
knowledge of either the content of the cover audio or of the 
embedded watermark prior to decoding. This restriction is 
guided by the intended use of the technology.  

In this paper, we present the results of experiments 
performed to recover a bit sequence which was embedded in 
a synthesised cover audio signal consisting of randomly 
generated components. The decoding was performed 
without any reference to the original unwatermarked signal 
or the watermark itself.  

 

2.0 METHOD 

A component value is first chosen which is used as the basis 
for calculating which components to modify to hide the 
message. The initial component choice may be dependent 
on various factors, such as the type of audio used as 
host/cover. For example, human speech generally consists 
of lower frequency components – and less of them – than a 
modern Rock or Pop song so hiding data in a recording of  
speech would naturally limit the component of choice. 
However, even in such a limited range, there are still 
thousands of values to choose from.  

The value of the chosen component becomes, in effect, a 
private key and this value is needed in order to decode the 
watermark – assuming that the presence of the watermark 
has previously been detected. This adds to the security of 
the technique when used in an environment where security 
of the content of the hidden message is an issue. 

The signal intended as the cover or host audio is segmented 
into frames of uniform length and the frame is then analysed 
using ‘Complex Spectral Phase Estimation’ (CSPE) 
techniques [6] to identify the presence and magnitude of its 
inherent components. Previously, FFT techniques have been 
used to approximate the relative strengths of inherent 
components. This would be inadequate for this project, as 
exact measurement of components using the FFT is only 
possible if the component is aligned with an analysis bin. 
This is an unlikely occurrence in a real-world signal such as 
recorded music or speech. Therefore, the FFT is an 
inadequate solution to the problem of identifying exactly the 
components present. 

 

2.1 CSPE INTRODUCTION AND DESCRIPTION 

The CSPE algorithm was introduced as a method to 
accurately estimate the frequency of components that exist 
within a short time frame. It was also designed to be 
computationally efficient. It is actually related in some 
aspects to the cross-spectrogram technique of [7]. The 
principal of CSPE algorithm can be described as follows: 

An FFT analysis is performed twice: firstly on the signal of 
interest and the second time upon the same signal but 
shifted in time by one sample. Then, by multiplying the 
sample-shifted FFT spectrum with the complex conjugate of 
the initial FFT spectrum, a frequency dependent function is 
formed from which the exact values of the frequency 
components it contains can be detected. The procedure of 
the CSPE algorithm is depicted in block diagram form in 
Figure 1. 

 

Fig. 1: The flow diagram of CSPE 

Mathematically, the algorithm can be described as follows. 

Assume a real signal s0, and a one-sample shifted version of 

this signal s1. Say that its frequency is � = q + � where q is 
an integer and � is a fractional number. If b  is an initial 

phase, wn is the window function used in the FFT, 
0wsF is 

the windowed Fourier transform of 0s , and 1wsF  is the 

windowed Fourier transform of  s1,  then, from [6], we find 

1s  
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The windowed transform requires multiplication of the time 
domain data by the analysis widow, and thus the resulting 
transform is the convolution of the transform of the window 

function, wf, with the transform of a complex sinusoid. 
Since the transform of a complex sinusoid is a pair of delta 
functions in the positive and negative frequency positions, 
the result of the convolution is merely a frequency-

translated copy of wf centred at +� and -�. Consequently, 
with a standard windowing function, the ||Fw (Dn)|| term is 
only considerable when k � � and it decays rapidly when k 
is far from �. Therefore, the analysis window must be 
chosen carefully so that it decays rapidly to minimize any 
spectral leakage into adjacent bins. If this is so it will render 
the interference terms, i.e. the second and third terms, to be 
negligible in Eq.(3). Thus, the CSPE for the positive 
frequencies gives: 
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From Eq. (4). we find the CSPE frequency estimate 
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The frequency dependent function as illustrated in Equation 
(4) produces a graph with a staircase-like appearance where 
the flat parts of the graph indicate the exact frequencies of 
the components. The width of the flat parts is dependent on 
the main-lobe width of window function used to select the 
signal before FFT processing. An example of the output of 
the CSPE algorithm is shown in Figure 2. Consider the 
signal S1 which contains components with frequency values 

(in Hz) of 17, 293.5, 313.9, 204.6, 153.7, 378 and 423. The 
sampling frequency is 1024 HZ. A frame of 1024 samples in 
length is windowed using a Blackman window and is 
padded using 1024 zeros. The frequency dependent CSPE 
function is computed as per Equation (5). As shown in 
Figure 2, each component can be calculated and these are 
identified with an arrow in the graph. The largest error 
among all the estimates of the components frequencies is 
approximately 0.15 Hz.  
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Fig. 2 Frequency estimation of 1S  by CSPE 

Notice too in Figure 2 that at the flat sections in the graph of 
the CSPE result, the width of flat sections where the arrows 
point are related to the width of the window’s main-lobe in 
the frequency domain.  

In addition, with CSPE, we can get the amplitude and phase 
of the kth frequency component using the following 
equations, where W(�-fcspe(k)) is the Fourier Transform of 
window function which has been shifted to fcspe(k) in 
frequency domain. 
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2.2 EXPERIMENTAL EVALUATION OF CSPE 

Experiments were designed to evaluate the performance of 
the CSPE algorithm in correctly identifying frequency 
components within a multiple-component signal. In each set 
of experiments, a total of 500 signals with Sampling 
Frequency 44100 Hz and containing components across the 
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human hearing range of 100 Hz to 20,000 Hz were 
generated. Each signal contained many equally spaced 
frequency components. The number of components in each 
generated signal was not consistent. For each individual 
signal, we have a unique, randomly-generated step constant 
which defines the space between two neighbouring 
frequency components of the signal. 500 step constants were 
created range from 169 Hz to 668 Hz for 500 signals. 
Equation (8) and (9) were designed to assess CSPE accuracy 
in frequency estimation.  

Denoting Freqestk as the value of estimated Frequency 
components of signal k ; Freqorgk as the value of original 
Frequency components of signal k; Mk as the number of 
frequency components contained in Signal k; FreqError as 
the frequency estimation error between Freqest and Freqorg 
of signal k; MeanErrorcspe as the mean error of the CSPE 
frequency estimation over N signals, for this experiment, N 
= 500, M changes with signal step constant. 
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The frequency estimation error of each signal as computed 
using Equation (8) is shown as Figure 3: 
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Fig. 3 CSPE Estimation Error for Each Signal 

The distribution of frequency estimation error (FreqError) 
is shown in Figure 4. 
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Fig. 4 The distribution of Frequency Estimation Error 

The mean error is calculated according to Equation 9  
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By data analysis, we note that 97.8% of signals analysed 
using the CSPE algorithm resulted in a FreqError value of 

less than 0.1 Hz, and the MeanErrorcspe is 0.0174 Hz, 
meaning that the algorithm identified the component to 
within 0.1 Hz in almost all cases. We conclude from these 
results that the CSPE is extremely accurate in frequency 
estimation for signals containing constant frequency signal 
components. With accurate estimation of the frequency, the 
amplitude and phase can be estimated using Eqs. (6) and (7). 

 
3.0 MODIFYING COMPONENTS 

Once the user-defined component has been identified in the 
signal by the CSPE algorithm, its magnitude is then 
calculated. It is then a matter of modifying the magnitude of 
this component, weighting it against a second value from 
within the signal, in order to represent a single bit ‘1’ or ‘0’. 

We may choose to weight the user-defined components 
against the average power of the frame in which the bit is to 
be embedded. This was the procedure followed in both [4] 
and [5]. We may also choose to modify the user-defined 
component against a second component. This method has its 
advantages and disadvantages but it is not our intention to 
detail the process in this paper. However, using a second 
component from within the signal as a comparison against 
which the first user-defined component was weighted, led to 
some problems in that, while the CSPE algorithm is very 
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accurate in identifying the components in a synthesised 
signal with little variation, this may not be the same type of 
component make-up as would be encountered in real world 
signals, such as audio and speech.  

 

3.1 DYNAMICALLY SELECTING COMPONENTS 

We decided to make the process of choosing the 
component(s) to modify as flexible as possible by making 
this a dynamically chosen pair of values, dependent on the 
user-defined value but also dependent on the signal under 
consideration and reliant on the ability of the CSPE 
algorithm to detect and identify the components that the 
watermarking process would use. We defined the 
components which would be chosen for modification as 
being the nearest components above and below the user-
defined value by more than a calculated threshold as 
illustrated in Equation (10) where compA is the highest 
CSPE-detected frequency component that is lower than the 
user-defined component u, by more than the threshold k 
while compB is a CSPE-detected frequency component 
above the user-defined component by the same threshold 
amount 

 (compA < (u - k)) < u < (compB > (u + k))            (10) 

What is interesting to note, using the formula in Equation 
(10) for defining which component we need to modify, and 
in which frames of the cover signal, is that only 
approximately half of the frames will require any 
modification. This is because the relationship between the 
values of the two chosen components in any given frame 
may already fit the criteria used for representing a ‘1’ or a 
‘0’. In this case they would not have to be modified in any 
way. This consideration makes this method far more 
favourable than [5], 

When modifying the amplitude of a frequency component, 
care must be taken to ensure that we do not introduce any 
noticeable artefact which would result in an impact on 
sound quality. Similarly, we must ensure that the alteration 
we make to the magnitude of the chosen component is not 
so great as to have a negative impact on the timbre of the 
original signal.  

We define a set of rules that would lead to the modification 
of only one of the components (compA or compB) in 
approximately half the frames. This is achieved by setting 
the rule (Amp refers to Amplitude) 

If bit=1 let Amp(compA) > Amp (compB) + margin 

If bit=0 let Amp (compB) > Amp(compA) + margin   

The system would then compare the magnitude of both 
components (compA and compB) in any given frame before 
deciding if any modification would be required in order to 
satisfy these criteria, depending on the bit to be embedded 
and the magnitudes of the two components in that particular 
frame. If they are already in the correct relationship, no 
modification is required. If, however, they are not in the 
correct relationship, we must modify at least one of them. 
The decision to modify a component leads another question. 
Let us assume that the magnitude of compA is lower than 
that of compB, in a frame in which it needs to be of a higher 
magnitude to represent a ‘1’ bit.  

 

3.2 MODIFYING THE MAGNITUDE  

As mentioned in Section 2.0.2, the CSPE algorithm can be 
used to accurately identify a component within a signal, and 
then to calculate its phase and amplitude. In order to 
increase the magnitude of a particular frequency component 
in the cover signal S(t), we add a component at a defined 
magnitude and matched to the phase of the component it is 
being combined with, as illustrated in Equation (11): 

S(t)= S(t)+(rAmp-lAmp+threshold)cos(2�(compA)t+lp) (11)   

where rAmp, lAmp, compA and lp define amplitude of  
compB,  amplitude of compA, Frequency of compA, phase 
of compA. 

Similarly, if we decide to reduce the magnitude of a 
component S(t) so that it satisfies the requirements for 
embedding a ‘1’ bit, we do this by reducing the magnitude  
of the component to the right of the user-defined component 
value, by adding in a component that is o180  out of phase 
with the original component in the signal as follows: 

S(t)= S(t)+(rAmp-lAmp+threshold)cos(2�(compB)t+ �-rp) (12) 

where compB and rp define amplitude and phase of compB. 

 

4.0 DECODING 

In order to process candidate audio for detection and 
decoding of a potential embedded watermarked message, 
the system must first be provided with the user-defined 
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value used as a basis for calculating the embedding values, 
along with the rules that define a ‘1’ bit and a ‘0’ bit. The 
candidate audio signal is then segmented into frames using 
the same frame size as was used for embedding. The system 
calculates the magnitude of the embedded component, and 
performs a simple comparison. From this comparison the 
watermarked bit sequence can be recreated. It would be a 
comparatively simple matter of applying the CSPE 
algorithm to identify the two components above and below 
the user-defined value by more than a pre-defined threshold. 
These two components would then have their magnitude 
compared and a ‘1’ or a ‘0’ bit would be determined 
according to the rules used in their embedding.  

 

 

5.0 EVALUATION OF WATERMARKING SCHEME 

A series of experiments was carried out to evaluate the 
performance of this codec, based on the same 500 signals as 
introduced in Section 2.2. For each signal, a randomly 
generated binary bit-sequence of length 150 was embedded 
by means of modification of the magnitude of components 
as described in Section 3. The system then decoded the 
modified signal in order to detect the watermarked code.  

The difference between these two code sequences can be 
calculated in terms of equation below, where DCode 
denotes code sequence obtained in decode side, ECode 
denotes code sequence embedded in the signal. 
CodecPrecision denotes the precision of the decode process 
with code length L for signal k, MeanPrecision denotes 
average error of the decode process over N signals. In this 
experiment, L and N are set to 150 and 500 respectively. 
The results of this experiment are depicted in Figure 5. 
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Fig. 5   Precision of Codec for each Signal 

 

 

The distribution of CodecPrecision is shown in Figure 6. 
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Fig. 6 The distribution of Precision of Codec 

From the experiment results, it can be seen that 99.2% of 
signals produce a CodecPrecision value of 1 (100%). This 
means that, from 500 randomly generated signals with 
multiple components of different frequency spacing, 
watermarked with a binary bit-sequence of 150 bits, 99.2% 
of these signals were decoded to the exact 150 bit sequence. 
Only 0.8% (a total of 4) of the 500 signals was not decoded 
perfectly. Of those not perfectly decoded, the bit sequence 
recovery rate was above 98.66%. The MeanPrecision 
computed using Equation (13) is 0.9999 (99.99%). 
Therefore, the performance of this codec is almost perfect 
for this experiment with the synthesised signals. 
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Furthermore, the decode experiment in this case represented 
a single iteration of a bit sequence over the length of a 
signal. Given that any real world use of such a scheme 
would enable a bit sequence to be embedded repeatedly in a 
cover signal, it would be possible to increase the 
effectiveness of the decode process by, for example, 
repeated decoding and using the mode of the results.  

 

6.0 CONCLUSION 

We have proposed an application that utilises the super-
resolution capabilities of the CSPE algorithm to accurately 
identify individual components of an audio signal, calculate 
their magnitudes and then alter magnitude as appropriate to 
represent a particular bit value. 

Experimental tests using 500 synthesised signals 
incorporating multiple randomly generated components 
embedded with a bit sequence of length 150 showed an 
accuracy of completely perfect decoding of 99.2% with an 
average overall accuracy of 99.999%.  

Future work will determine how to calculate and set the 
magnitude so signal watermarking is perceptually invisible, 
by evaluating whether to modify the component to the left 
or right of the user-defined frequency value, or both. 

Also, the impact of accidental and deliberate attacks on the 
watermarked signal will be evaluated.  
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In this paper Convolutive Non-negative Matrix Factorization (NMF) is used to perform acoustic echo cancellation. This 

modified version of NMF employs the idea of convolutive basis decomposition. CNMF makes use of a single basis 

function which spans the pattern length. This version of NMF allows us to reveal the underlying patterns which cross 

multiple columns as single bases. We use this idea, realize it in the simulation environment and implement it to perform 

AEC. This approach is evaluated through experiments on simulated data, from the results we find acoustic echo can be 

reduced using this approach. 

1. INTRODUCTION 

In recent years the use of hands free communication has 

increased significantly. A problem with such hands free 

communication is the occurrence of acoustic echo. 

Acoustic echo is an important issue for hands free 

communication. Acoustic echo exists in any 

communications scenario where there is a speaker and a 

microphone, e.g. hands-free car phone, hands-free 

conference phone, etc. Acoustic echo arises when sound 

from a loudspeaker is picked up by the microphone in 

the same room. When the far-end user speaks to the 

microphone, the microphone of the near-end user can 

catch the output speech from the near-end speaker and 

retransmit back to the far-end user side. Usually the 

loudspeaker-enclosure-microphone coupling (LEM) is 

presented as a time invariant linear FIR filter h(t), 

however as a small changes in the enclosure 

environment can greatly affect the LEM filter, such as 

open or close a door, it is necessary to use an adaptive 

LEM filter to model the echo path over time. Call the 

far-end participant voice signal x(t), the near-end speech 

signal v(t), and the noise n(t), then the echo signal y(t) 

can be stated as: 
1

0

( ) ( ) ( ) ( ) ( )
N

i

y t n t v t h i x t i




         (1) 

Here N is the length of the impulse response and t is the 

time index. 

Most existing AEC techniques use Least Mean Square 

(LMS) or Normalized LMS (NLMS) [1] to estimate and 

update the LEM filter coefficients. It works by 

calculating an estimate of the acoustic echo based on the 

reference speech and the incoming captured speech 

signal. This acoustic echo estimate is then subtracted 

from the near-end speech before being sent to the far-

end user. 

There exist some problems to this approach: first of all, 

long estimation filters are needed for a LEM filter. The 

resulting long impulse responses can lead to 

convergence issues and large computation load. 

Secondly, the adaptive algorithm may diverge if the 

reference signal contains noise. Thirdly, changes in the 

LEM filter may lead to a period of misadjustment. 

Finally, the adaptive algorithm may diverge away from 

suitable FIR coefficients when both near-end and far- 

end users speak simultaneously [2]. 

In order to overcome these problems, a number of 

techniques have been developed [1]. However, the 

acoustic echo problem has not yet to be solved 

completely. In this paper an alternative approach to 

AEC is presented. A monaural sound source separation 

(SSS) technique based on Convolutive non-negative 

matrix factorisation (CNMF) is employed to perform 

AEC. It is shown that this approach can lead to 

significant echo reduction particularly during 

doubletalk. 

The structure of the paper is as follows. In section 2 

Monaural Sound Source Separation is described, 

sections 3 and 4 introduce the theory of NMF and 

CNMF. In section 5 we describe the experiments 

making use of CNMF to perform AEC followed by 

results and discussion in sections 6. 

 

2. MONAURAL SOUND SEPARATION 

Monaural sound source separation is a technique that 

attempts to separate any number of sound sources with 

only one mixture of the sources. As only one mixture 
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exists no spatial information of the sources is available. 

This means that blind source separation techniques such 

as Independent Component Analysis (ICA) or spatial 

filtering based on sensor arrays cannot be used as they 

require multiple sensors. Similarly, undetermined blind 

source separation techniques based on sparsity and 

spatial cues which require at least two mixtures such as 

DUET and ADRess are also not applicable [15]. 

In many situations, such as telecommunications and 

audio retrieval, only a monaural (one microphone) 

solution is available. The use of prior information about 

the source signals makes the monaural sound source 

separation possible. The idea of this technique is to train 

bases or models using training data for each speaker 

beforehand and then match these models with a mixture 

containing these speakers. Within this framework, many 

different approaches have been developed, including 

non-negative matrix factorization (NMF) [3] or sparse 

NMF (SNMF) [4], markov models [5], local NMF [6] 

bases, and in [7] time domain bases were trained using 

ICA and then matched to the mixture using a maximum 

likelihood technique. 

In this paper we present the application of such an 

approach to the AEC problem. We made use of 

Convolutive NMF to perform both training and 

matching in the audio spectrogram. 

 

3. THE ORIGINAL NONNEGATIVE MATRIX 

FACTORIZATION 

Non-Negative Matrix Factorization (NMF) is a 

mathematical technique for linear non-negative data [8]. 

The non-negative constraint leads to a part-based 

decomposed representation because it allows only 

additive, not subtractive, combinations of the original 

data. The decomposition gives a more intuitive 

representation of the underlying data [8].  The basic idea 

of it is approximating a data set V ∈ ℝ  ≥ 0, M × N as a 

multiplication of two matrices W ∈ ℝ  ≥ 0, M × R and H 

∈ ℝ  ≥0, R× N: 

                              V ≈ W·H.                              (2) 

The non-negative constraint forces the factors W and H 

to be non-negative, i.e., all elements must be equal to or 

greater than zero. 

By changing R the degree of the approximation can be 

varied. Big R leads to decreasing the reconstruction 

error and small R increasing it. 

The next step is to estimate W and H which is an 

optimization problem. Lee and Seung [9] defined two 

approaches for estimating W and H, based on different 

cost functions. A generalized version of the Kullback-

Leibler divergence is the cost function used in [2]: 
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Where ⊙ is the Hadamard product. The purpose of this 

optimization is to minimize this cost function with 

respect to W and H with the constraint of non-

negativity. The following update rules for calculating W 

and H are derived from equation (3) [9]: 
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The iterative procedure is halted when the cost function 

D reaches a per-defined threshold. 

The matrices H and W express different aspects of the 

factorization: the columns of W contain the basis for the 

data and the rows of H contain the contribution of each 

basis to the data over time. When W and H are 

multiplied together, the data is reconstructed with an 

error. The magnitude of this error depends on R and the 

data. 

4. CONVOLUTIVE NMF 

The following theory of CNMF utilizes work from [10]. 

The original NMF represents regularly repeating 

patterns which span multiple columns of V matrix using 

a number of different bases to describe the entire 

sequence. CNMF uses a single basis function that spans 

the pattern length. This kind of situation can be very 

frequently found when analyzing audio signals. This 

version of NMF allows us to reveal the underlying 

patterns which cross multiple columns as single bases. 

By doing a series of experiments, we can find that this 

approach leads to a significant reduction in the level of 

acoustic echo. 

As described in section 3 NMF using a matrix product V 

≈ W · H to reconstruct the estimated data matrix V, in 

the convolutive Non-Negative Matrix Factorization they 

extend this expression to: 

                           

1

0

( )
T t

t

V W t H
 



                           (5) 

where V ∈ R≥0,M×N is the input data matrix, W(t) ∈ 

R≥0,M×R is the training bases, and H ∈ R≥0, R×N is 

the weights. The ( )
i

  operator is a shift operator that 

moves the columns of its argument by i elements to the 

right, and conversely ( )
i

 shifts to the left. The columns 

that are shifted in from outside the matrix are set to 

zero.  
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Equation 5 is a summation of convolution operations 

between corresponding elements from a set of two-

dimensional bases W and a set of weights H. 

The set of i
th

 columns of W(t) defines a two-dimensional 

structure. This matrix will be shifted and scaled by 

convolution across the axis of t with the i
th

 row of H. 

The resulting reconstruction will be a summation of all 

the basis convolution results for each of the R bases [9]. 

The estimation of the appropriate set of matrices W(t) 

and H to approximate V is based on the framework of 

NMF that Lee and Seung used in [9]. In accordance to 

the NMF cost function, they defined the Convolutive 

NMF cost function as: 

              ˆ|| | ||
ˆ F

V
D V In V V
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Where V̂ is the approximation of V defined as: 
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They decomposed the above cost function to a series of 

simultaneous NMF approximations according to the 

linearity property, one for each value of t. Then they 

optimize the above cost function by optimizing this set 

of T NMF approximations. For each NMF 

approximation they updated the equivalent W(t) and the 

appropriately shifted H. This gives the convolutive 

NMF updates equations which are: 
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They updated H and W(t) in every updating iteration 

and each t. Actually for each t, W(t) is updated by the 

corresponding NMF, but H is shared and shifted across 

all t’s in an iteration. Update W(t) and H for each t may 

result in a mistaken estimate of H with the update for t 

= T −1 dominating over others. Therefore it is best to 

update all W(t) first and then assign to H the average of 

all the NMF subproblems: 
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In terms of computational complexity this technique 

depends mostly on T. If T = 1 then it reduces to 

standard NMF, otherwise it is burdened with extra 

matrix updates equivalent to one NMF per unit of T. 

In this paper we utilize this idea, realize it in the Matlab 

simulation environment and implement it to perform the 

specific application which is Acoustic Echo 

Cancellation. 

To perform monaural sound source separation with 

CNMF, two stages are required. First, acquire a 

sequence of spoken speech from each speaker, 

calculating a spectrogram for each sequence and 

performing NMF decomposition on each spectrogram 

separately. Then separate low rank W basis matrices are 

trained for each individual speaker. The resultant W 

matrices (one for each speaker) are then concatenated 

into a large W matrix called Wtrain. The second stage is 

the separation stage or a matching stage where a 

mixture of speech, containing known speakers, is 

separated into individual sources. This is achieved by 

performing CNMF decomposition on the speech 

mixture using Wtrain from the training stage. In this 

stage, this factorization Wtrain is updated by convolution 

with the H matrix in each iteration. This process gives 

the result that each individual speaker’s basis matrix 

characterizes the mixture spectral energy depending on 

the contribution the speaker made to the mixture. After 

a prescribed number of iterations have been reached, 

Wtrain is separated back to the individual W matrices of 

the speakers. The resultant V matrix is combined by 

multiplying Wtrain with the corresponding portion of the 

H matrix from the separation stage. 

5. EXPERIMENTS 

The experiments in the paper demonstrate that the 

CNMF based approach to AEC can match and remove 

the echo with or without the presence of far-end speech 

in the near-end microphone signal. We use the condition 

of conventional AEC that the far-end speaker speech is 

used to excite the LEM system at the near-end user, so 

for this experiment we neglect the effect of noise on the 

overall system, neither measurement nor background 

noise, then divide and perform the processing in 

different groups. 

We did the experiments using Matlab. We used pure 

speech from different speakers which were chosen 

randomly from the TIMIT database [13]. We used some 

speech as near-end and some as far-end, then added 

room response to the far-end speech to create the noise. 

After that we mixed these speech signals to create the 

mixture. Each mixture contains both near-end speaker 

contribution and far-end speaker contribution (here 

treated as noise).  

We trained a W basis matrix for the near-end speaker 

using training data for each experiment. We also trained 

a separate specific W basis for use on the incoming far- 

end speech. The number of basis vectors R within W 

was set to 32 for both near-end and far-end speech bases. 

These bases were used to separate out the mixture 

spectrogram and remove the echo from the returning 

signal. The time base for convolution was set to 8, 

which means the algorithm will read in 8 frames of data, 

perform shift of H and update of W(t) 8 times in each 
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iteration, one NMF for each frame. This is because each 

frame of sound signal has only one column. As a result, 

to process sound signal the CNMF doesn’t require extra 

computational load. From the experiment we found that 

estimating the contribution from the original mixture 

resulted in better results. The results of this test are 

listed as Output 1 in Table 1. We also performed an 

additional experiment to evaluate this approach when no 

knowledge of the local speaker is available. Speeches 

from other speakers were used to train generic and 

independent W basis and these bases were used to 

perform matching. The results of this experiment are 

listed as Output 2 in table 1. The third experiment was 

performed to compare and illustrate the benefit of 

having the reference signal in AEC, displayed as Output 

3 of Table 1. For this experiment speaker specific bases 

were trained for near-end and far-end speakers without 

the specific reference speech provided. 

We used both objective and subjective measurements to 

analyze the results of the experiments. In the subjective 

listening tests, a panel of subjects listened to the input 

and output speech to assess the effect of the algorithm. 

The objective analysis used three objective ratios based 

on the input and output speech to analyze the 

performance of the CNMF algorithm during doubletalk. 

Two of the three ratios were taken from a standardized 

set of energy ratios defined in [14]. The first is the 

signal to interference ratio (SIR), which measures the 

amount of echo still left in the returning near-end 

speech,  
2
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|| ||
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s
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e
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              (10) 

 

The second is signal to distortion ratio (SDR) which 

measures the amount of the distortion in the original 

signal due to the algorithm 
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Where einterf is the amount of interference energy left in 

the output, eartef is the energy of processing artefacts left 

after processing and starget the near-end speech. The third 

energy ratio is a measure of the level of echo 

suppression, the echo reduction loss enhancement 

(ERLE) defined as follows 

2

10 2

{ ( )}
10log
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E y t
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E e t
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 
         (12) 

 

Where y(t) is the echo signal and e(t) is the echo after 

processing. The first two measures were used to 

measure the performance on mixtures that contained 

both far-end and near-end speech together, and the third 

measure was only used to compare the level of echo 

reduction during the pauses in speech. The results of the 

SID and SDR ratios are shown in Table 1, and the 

results of the ERLE ratios are listed in Table 2. 

a) 

0 2 4 6 8 10 12 14 16

x 10
4

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

Time

A
m

pl
itu

de

Near-end

 
b) 

0 2 4 6 8 10 12 14 16

x 10
4

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

Time

A
m

pl
itu

de

Far-end(echo)

 
c) 

0 2 4 6 8 10 12 14 16

x 10
4

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

Time

A
m

pl
itu

de

Mixture(Echo plus near end)

 
d) 

0 2 4 6 8 10 12 14 16

x 10
4

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

Time

A
m

pl
itu

de

Output after Algorithm

 
Figure 1 a) Near-end speaker with pause, b) Far-end 

signal (Noise), c) Mixture at near-end microphone, d) 

output from algorithm. 
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6. RESULTS AND DISCUSSION 

The results of the experiments show that this approach 

leads to a significant reduction in the level of echo. SIR 

results in Table 1 show that the algorithm can achieve a 

significant reduction in the echo signal during 

doubletalk with speaker specific trained bases. The 

results from using the independently trained basis 

matrices (Output 2 Table 1) are similar as those of the 

experiments using speaker specific trained basis. This 

suggests that this approach is not speaker dependent. 

The Output 3 listed in Table 1 shows the results when 

the actual reference speech is not known. This result is 

not as good as previous experiments. This suggests that 

having the actual far-end reference signal is necessary 

(far-end speech) for improved overall performance. 

The results listed in Table 2 show the performance of 

the AEC approach during pauses in the near-end speech. 

The results overall are quite good. However not all echo 

was removed because some of the local speaker basis 

matched some of the echo energy thus retaining it in the 

output.   

In the subjective listening tests, three volunteers listened 

to the input speech and the output speech after ran of the 

algorithm. All of the listeners agreed that the echo was 

reduced significantly in the output speech. This is 

important for the practical application of the algorithm.   

Further work on this topic includes combine features of 

different versions of NMF or other mathematical tools, 

find the optimal or best suitable algorithm for different 

applications such as AEC, musical separation, etc. 

Moreover the number of basic functions R for echo and 

near-end speech bases can be optimized. Alternatively 

some of the non-linear post-processing techniques used 

to improve LMS methods such as component zeroing 

could be employed to improve performance [1]. 

 

 

 

Near-end Far-end Input Input Output 1 Output 1 Output 2 Output 2 Output 3 Output 3 

  (echo) SDR dB SIR dB SDR dB SIR dB SDR dB SIR dB SDR dB SIR dB 

Speech 1 Speech 2 3.0204 3.0204 9.3880 24.4273 8.8893 22.7629 3.3207 9.8459 

Speech 2 Speech 3 3.2072 3.2072 6.8427 23.5563 6.1803 21.3245 4.7592 8.7264 

Speech 3 Speech 4 2.5625 2.5625 8.6977 22.5722 7.4898 18.3213 3.0983 8.1832 

Speech 4 Speech 1 2.3412 2.3412 5.6212 17.5956 5.2179 17.2864 4.2391 6.7645 

Average   2.7828 2.7828 7.6374 22.2879 6.9443 19.9237 3.8543 8.3801 

 

Table1: Energy ratio results from experiments. Input SDR and SIR are input ratios. Output 1 SDR, SIR results 

from speaker dependent bases and output 2 independent bases. Output 3 is the results from not having the 

reference signal. 

 

 

 

 

Near-end Far-end ERLE(dB)  

  (echo) 

Speech 1 Speech 2 10.2991 (see Figure 1d) 

Speech 2 Speech 3 11.2945 

Speech 3 Speech 4 10.1103 

Speech 4 Speech 1 9.2382 

Average   10.2355 

 

Table 2: Calculated ERLE for pauses in near-end speech Experiments 
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7. CONCLUSIONS 

In this paper we employed a new method called 

Convolutive Nonnegative Matrix Factorization and 

showed how this method can be used to perform 

acoustic echo cancellation. From the experimental 

results we can see that Acoustic Echo Cancellation can 

be reduced using CNMF in a monaural sound source 

separation framework. The CNMF can achieve good 

cancellation results, however combine its feature with 

some other techniques may lead to even better 

performance. Further work includes developing 

algorithms for faster convergence and improved 

performance in terms of minimizing the objective 

function.  
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Abstract— The recently introduced Complex Spectral Phase 

Evolution (CSPE) algorithm is a super-resolution technique for 

the estimation of the exact frequency values of sinusoidal 
components in a signal. However, if a component of the signal 

does not exist within the entire data set, it cannot be identified 
out by CSPE algorithm, even though it still may be visible in the 

FFT magnitude spectrum. In this paper, we identify the source of 
this problem and propose a novel approach to resolve this issue. 

Specifically, we will show how to use a window apodization 
function to improve the CSPE algorithm. Experimental results 

are presented to illustrate the performance enhancement. 

 
Keywords— CSPE, Apodization, Kaiser Window 

I. INTRODUCTION 

Most often the estimation of the frequencies of a signal 

composed of sinusoidal components is done in the frequency 

domain using peak-picking from the magnitude spectrum of 

the signal. However, this accuracy of this approach is severely 

limited to cases where a component frequency is not a 

multiple of the windowed signal length divided by the 

sampling frequency. In essence, this means only when a 

component frequency is aligned exactly with the analysis 

frequencies of the DFT, can it be measured accurately. When 
the component frequency does not satisfy this constraint, a 

common solution that is used in Sinusoidal Modelling 

algorithms is to apply quadratic interpolation to the 

component spectral magnitudes immediately either side of the 

true frequency to find the correct frequency and magnitude 

values. However, the performance of this method is highly 

dependent on the window function used [1] and the length of 

the data for analysis. The CSPE algorithm was introduced by 

[2] as a method to accurately estimate the frequency of 

components that exist within a short time frame. It was also 

designed to be computationally efficient. It is actually related 
in some aspects to the cross-spectrogram technique of [3].  

However, the CSPE algorithm has been found to be unable 

to detect frequency components that do not appear throughout 

the entire signal source under analysis. This is puzzling 

because an associated peak can still appear for the component 

in the FFT magnitude spectrum. To resolve this issue it is 

necessary to investigate the CSPE algorithm in more detail 

and determine how it can be improved. 

This paper is organized as follows: Firstly, we give a 

general introduction to the CSPE algorithm followed by an 

experimental evaluation that compares the CSPE algorithm 

with the widely-used frequency estimation method introduced 

in [4]. Then, we will explain in more detail the problem of 

identifying components that do not exist for the complete data 

frame and introduce the idea of apodization to solve it. Lastly, 

we will show the improvement to the CSPE result by using 
the apodization function by providing some experimental 

results. 

II. CSPE AND ITS COMPARISON WITH ANOTHER 

FREQUENCY ESTIMATION APPROACH 

The principal of CSPE algorithm can be described as below: 

 

An FFT analysis is performed twice; firstly on the signal of 

interest, and the second time upon the same signal but shifted 

in time by one sample. Then, by multiplying the sample-

shifted FFT spectrum with the complex conjugate of the initial 

FFT spectrum, a frequency dependent function is formed from 

which the exact values of the frequency components it 
contains can be detected. This frequency dependent function 

has a staircase-like appearance where the flat parts of the 

graph indicate where the exact frequencies of the components. 

The width of the flat parts is dependent on the main-lobe 

width of window function used to select the signal before FFT 

processing. Mathematically, the algorithm can be described as 

follows:  

Assuming a real signal 
0s , and a one-sample shifted version of 

this signal 
1s . Say that its frequency is δβ += q  where q is 

an integer and δ is a fractional number. If b  is an initial phase, 

nw  is the window function used in the FFT, 
0swF is 

windowed Fourier transform of 0s , and 
1wsF is the windowed 

Fourier transform of  1s ,  then first writing 
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The frequency dependent CSPE function can be written as 
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The windowed transform requires multiplication of the time 

domain data by the analysis widow, and thus the resulting 

transform is the convolution of the transform of the window 

function, fw , with the transform of a complex sinusoid. 

Since the transform of a complex sinusoid is nothing but a 

pair of delta functions in the positive and negative frequency 
positions, the result of the convolution is merely a frequency-

translated copy of fw centred at β+ and β− . 

Consequently, with a standard windowing function, the 

)( n

w DF  term is only considerable when β≈k , and it 

decays rapidly when k is far from β . Therefore, the analysis 

window must be chosen carefully so that it decays rapidly to 

minimize any spectral leakage into adjacent bins. If this is so 

it will render the interference terms, i.e. the second and third 

terms, to be negligible in (2). Thus, the CSPE for the positive 
frequencies gives: 
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Finding the angle of (2) leads to the CSPE frequency estimate 
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 The procedure of the CSPE algorithm is depicted in block 

diagram form in Figure 1. 
                                                                              

 
 

 
 
 
 

 

 
 

 
 

Fig. 1 The flow diagram of CSPE 

 

An example of the output of the CSPE algorithm is shown in 

Figure 2. Consider the signal 1S which contains components 

with frequency values (in Hz) of 17, 293.5, 313.9, 204.6, 

153.7, 378 and 423. The sampling frequency is 1024 HZ. A 

frame of 1024 samples in length is windowed using a 
Blackman window and is padded using 1024 zeros. The 

frequency dependent CSPE function is computed as per eq. 

(2). As shown in Figure 2, each component can be identified 

exactly and are labelled with an arrow in the graph. The 

largest error among all the estimates of the components 

frequencies is approximately 0.15 Hz. 
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Fig. 2 Frequency estimation of 1S  by CSPE     
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Notice too in Figure 2 that at the flat sections in the graph of 

the CSPE result, the width of flat sections where the arrows 
point are related to the width of the window’s main-lobe in the 
frequency domain.  
 

2.1 Accuracy of the CSPE algorithm 
An experiment was carried out to compare the accuracy of 

the Quadratic Interpolation Estimation Algorithm [4] with the 
CSPE algorithm. The procedure of this experiment can be 
described as below: defining twenty centre frequencies 

icf (0<
icf <

2

sF
) , for each 

icf , M  random frequencies 

were generated (each of which has a small random fluctuation of 
icf ) 

and thereafter M  signals were created based on these 

M frequencies. The RMS error of the frequency estimation 
by CSPE and Quadratic Interpolation Estimation Algorithm 

for these M  signals were calculated respectively for each 

icf  which shown in the figure below: 
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Fig. 3 Accuracy comparison of quadratic fit and CSPE frequency refinements 

As shown in figure 3, the CSPE estimate was found to be 

more accurate than the quadratic interpolation approach, over 

a factor of 310  in many cases. 
 

    From the above experiment, it is clear that the CSPE 

algorithm works very well when the components contained in 

signal are constant and stable for over the entire data length. 

However, there can be cases where some components will 

only appear in half or even a quarter of the data frame length. 

We can run another experiment on the signal 2S that has the 

same frequency components as 1S , but restricting each 

component to appear in half or a quarter of the frame. The 

resulting output of the CSPE algorithm is shown in Figure 4: 
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Fig. 4   Frequency estimation of 2S by CSPE 

 

    Frome figure 4, it can be seen that there is no flat region in 

any part of the graph, that is, none of frequency components 
can be identified by CSPE algorithm . However, if the FFT 

magnitude Spectrum of 2S  is plotted, as shown in figure 5, 

each frequency component is still visible which indicates that 

there should be some information related to the component 

present in any FFT-based frequency domain analysis. So, the 

next section will try to understand this problem and propose a 

novel approach to deal with it. 
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Fig. 5 FFT spectrum of the signal  

 

    

III. ANALYSIS OF THE  PROBLEM AND AN IMPROVEMENT ON 

THE CSPE ALGORITHM 

    Let’s suppose there are three signals: ][1 nx , ][2 nx , 

][3 nx  with the same length 1024 samples, with the same 

Sampling Frequency 1024 HZ, and all bearing the same 

frequency component at 123.5 HZ. The difference among the 

three signals being that the component appears over the entire 
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length of ][1 nx , while it only appears in a half and quarter 

length of signals ][2 nx , ][3 nx  respectively, the remaining 

values sample being zero. If we do a normal FFT analysis this 

component will not be centred on a frequency bin and instead 

will produce a representation with significant peaks at the 

124
th

 and 125
th

 bins with smaller components dying away 

either side of them. Thus, this signal is an ideal candidate for a 

CSPE algorithm analysis. 

It is possible to rewrite ][2 nx  and ][3 nx  in terms of the 

product of ][1 nx  and a step function. If ][1 nu  and ][2 nu  

are two different unit step functions then,  

];[][][ 112 nunxnx =                                                            (5) 

];[][][ 213 nunxnx =                                                            (6) 

Denoting )( 1xF and )(wF  as the FFT transform of ][1 nx  

and a suitable window function [ ]nwks , such as a Blackman 

window, the spectral representation of the signal ][1 nx  can 

be written as  

 

)(*)()( 11 wFxFxF
w

=                                          (7) 

 

where * denotes the convolution operator. 

Then, the spectral descriptions of the other signals can be 
written as  

 

)(*)(*)(

)(*)()(

11

22

wFuFxF

wFxFxF w

=

=
                              (8) 

 

And likewise, 

 

)(*)(*)(

)(*)()(

21

33

wFuFxF

wFxFxF w

=

=
                              (9) 

Examining equations (8) and (9) it is possible to interpret the 

terms )(*)( 1 wFuF  and )(*)( 2 wFuF  as the actual 

windowing operation that are applied to the signal ][1 nx  in 

the frequency domain. Now if we compare the original and 

alternative window functions frequency response that are all 

effectively applied to ][1 nx  we can see that there is an 

important difference between the original window and the 

others in terms of the main lobe size and the height of the side 

lobes. These are shown in Figure 6. 
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Fig. 6 Magnitude Response of three different actual window functions 

    

 From figure 6, when the signal doesn't appear over the entire 

frame, its actual window function spectrum is significantly 

different from the original window function. Specifically, the 

side-lobe hasn’t been suppressed in a large extent and the 

width of main-lobe has been increased. This impacts the 

CSPE algorithm then in that the interference terms outline in 

eq. (2) are not sufficiently suppressed. Thus, because these 

terms are larger, the CSPE output is useless for finding the 

exact signal frequency of ][2 nx  and ][3 nx . Motivated by the 

idea of introducing window function in the first place Fourier 
analysis, we can introduce a second window function to 

suppress the greater side-lobes caused by the convolution 

effect of the spectrum with the unit step functions. This 

practice is known as apodization [6]. It is more commonly 

known in image processing than in 1-D signal processing. 

Normally, an Apodization Function is used to suppress the 

effects of side-lobes at the expense of lowering the spectral 

resolution. Some researchers, particularly in image processing 

[7], [8] have shown that the Kaiser window Function is a 

better for apodization than other window functions such as the 

Poisson, Gaussian or Tukey. The Apodization factor using the 

Kaiser Function can be written as 

 

[ ] ),(1 β−= Nkaisernwks    (10) 

 

The side lobe suppression of the Kaiser window is dependent 

on the parameter β . The apodization of the signal analysis 

window is then given by 

 

[ ] [ ] [ ]( )α
nwnwnw ksA =    (11) 

 

Experimentally the relationship between different values of  

β  and effect of raising [ ]nwks to an integer power α, to 

enhance the suppression effects, was evaluated. An example 

of the effects of suppression of the side-lobes is depicted in 

Figure 7. From the figure 7, we can find when [ ]nwks  is 
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raised to a cubic power, α =3, with β  = 0.01, it has a side-

lobe attenuation level greater than 300 dB.  
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Fig. 7 Magnitude Response of Kaiser window function 

 

    Next, the signal 2S can be analysed with the function 

[ ]nwA  (beta = 0.01, α = 3) and the CSPE frequency detection 

result is shown in Figure 8 where the arrows label the detected 

frequency components. It can be seen that now the frequency 

components are identified in the CSPE function. 

 

0 100 200 300 400 500 600 700 800 900 1000
0

50

100

150

200

250

300

350

400

450

500

bin index

F
re

q
u

e
n

c
y

 v
a
lu

e

Frequency estimation by improved CSPE

 
Fig. 8 Frequency estimation by improved CSPE 

 

It was determined experimentally then that when components 

exist at a different proportion over a frame, the value of  β  

and the power of [ ]nwks  have to be adapted to get a 

satisfactory result. Table 1 summarizes this configuration as a 

reference for users, where Y means a component can be 

detected, while N means that it cannot; and α means the 
power of the Kaiser window. 

 
 

 

 

 

 

TABLE I 

CONFIGURATION OF β  AND T FOR THE DETECTION OF 

DIFFERENT PROPORTION OF A FRAME 

 
The   Proportion of  one Frame 

          

   

2

1    

4

1             

8

1     

16

1  

β =0.01, α = 1 Y N N N 

β =0.01, α = 3 Y Y N N 

β =0.01, α = 10 Y Y Y N 

β =0.01, α = 18 Y Y Y Y 

 
 

 

IV. CONCLUSIONS AND FUTURE WORK 

    This paper has addressed a problem discovered with the 

CSPE algorithm, that is, when frequency component does not 

exist throughout the entire length of the data frame, that 

although it appears in the FFT magnitude spectrum, the CSPE 

algorithm is not capable of detecting this component. By 

focusing on changing the analysis window’s frequency 

response, the idea of Apodization Function was introduced 

that was shown to over this difficulty. An experimental result 
has demonstrated that the performance of the CSPE algorithm 

has been improved by applying this solution. In future, the 

intention is to try to extend this CPSE algorithm to correctly 

identify the dynamic frequency evolution of a frequency 

modulated signal.  
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Abstract-Ordinary Bessel functions are a common function 

used when examining the spectral properties of frequency 
modulated signals, particularly in sound synthesis applications. 
Recently, it was shown that modified Bessel functions can also 
be used for sound synthesis. However, to limit the impact of 
aliasing distortion when using these functions, it is essential to 
set an upper limit on the frequency-dependent modulation 
index used when computing these functions. However, it can 
be impossible to do this beyond a certain threshold when using 
standard mathematical software tools such as Matlab, or the 
scientific toolbox of the Python language, because of numerical 
overflow issues. This short paper presents an approach to 
overcome this limitation using the MaxStar algorithm. Results 
are also presented to demonstrate the usefulness of this 
solution. 

Keywords: Modified Bessel functions, numerical overflow, 
Maxstar algorithm.  

I. INTRODUCTION  

Frequency Modulated (FM) signals are important in both 

the fields of telecommunications and sound synthesis. 

Ordinary Bessel functions are a key mathematical tool for 

the understanding of the spectral properties of these FM 

signals [1]. The success of FM synthesis as a sound 

generating technique led to the exploration of other 

techniques similar in concept, specifically using Modified 

Bessel functions [2]. However, for a long period this work 

was forgotten until recently when it was shown that a 

synthesis technique based on Modified Bessel functions was 

very useful for the generation of high quality, low-aliasing 

digital reproductions of the periodic waveforms used in 

analog subtractive synthesizers [3], for example, sawtooth 

waves. Specifically, the synthesis equation is 

 

( ) ( ) ( )tets c

tm m ω= ω
cos

cos
  (1) 

 

where m is the Modulation index. 

This can be expressed using Modified Bessel functions as 

( ) ( ) ( ) ( )( )∑
∞

=

ω+ω+ω−ω+
1

0 coscos
n

mcmcn tnttntmImI

      (2) 

where 

 

( ).nI  is a modified Bessel function of order n and cω  and 

mω  are the carrier and modulation frequencies respectively 

[3]. 

 

From (2), it can be seen that equation (1) generates a 

harmonic signal with a spacing of frequency mω  and 

magnitude scaling given by the set of Modified Bessel 

functions ( )mI n
 where ∞= ,,0 Kn . 

In practical applications (1) should be scaled by a factor 

[3] 

 

( ) memg −=   (3) 

 

which leads to  

( ) ( )( ) ( )tets c

mtm m ω= −ω
cos

cos
 (4) 

 

If the ratio between the carrier and modulation 

frequencies is one, then Equation (5) describes a unipolar 

pulse train. The width, and thus the smoothness of the pulse, 

is determined by the value of the modulation index m.  
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Figure 1. Plot of the pulseshape defined by (5) for various values of 

modulation index. 

 

Lower values of m give a broader pulse shape. Figure 1 

shows an example of this for values of m ranging from 2 to 

14. For this plot the sampling rate was set to be 8 kHz and 

55=ω=ω mc Hz.  
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The spectrum of this pulse train is given by [3] 

 

( ) ( ) ( )( ) ( )∑
∞

=

+− ω+=ω
1

11 cos
1

n

nnm
nmImI

e
X  (5) 

 

The harmonic amplitudes of the expression for the 

spectrum in (5) are determined by the modified Bessel 

functions ( ).nI  that are scaled by the factor g(m). This 

factor gives a smooth low pass characteristic to the 

spectrum with the steepness of the roll-off being determined 

by the value of m. Figure 2 provides a spectral example of 

(5) for a carrier frequency of 100Hz.  
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Figure 2. Plot of tan example of (5) showing the lowpass characteristic 

of the harmonic amplitudes. 

 

The implications of this for the digital generation of the 

classic waveforms of subtractive synthesis is that by 

integrating this pulse train it is possible to create a signal 

spectrum that is an approximation to that of a sawtooth 

wave, whose harmonic magnitudes decrease with respect to 

the harmonic number. The equation for the integrated 

spectrum is 

 

( ) ( ) ( )( ) ( )∑
∞

=

+−

−

ω+
ω

=ω′
1

11 sin
n

nn

m

nmImI
n

e
X  (6) 

 

If the integrated signal is then passed through a suitable DC 

blocker filter as described in [4], then the output waveshape 

should be close to that of a sawtooth, as illustrated in Figure 

3. The example in Figure 3 was generated for carrier and 

modulator frequencies of 440 Hz and a sampling frequency 

of 44100 Hz. The modulation index was chosen to be 943 

and was determined empirically. It is clear from Figure 3 

that the waveshape is that of a sawtooth, validating the 

usefulness of this technique for the application. 
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Figure 3. Sawtooth wave generated by integrating (4), followed by DC 

blocking, and whose spectrum is given by (6). 

 

II. OPTIMISING BANDLIMITED SIGNAL SYNTHESIS 

What is of primary concern when creating this 

approximation is that the signal should be effectively 

bandlimited, that is, any aliased components should be of 

sufficiently low magnitude so as to be imperceptible. To 

ensure this, it is then a question of choosing a suitable value 

for m such that any harmonics that exist in theory beyond 

half the sampling frequency are sufficiently small such that 

their aliased version will not be heard. This can be posed as 

an optimsation problem, as given by in (7). Here, a figure of 

-90dB is chosen as the upper threshold on the spectral 

magnitude of the aliased components [3]. 

 

( )( )
( )

90
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log20max
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1

1
10 −≤


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





′

+′ −

+

mI

NmI N

m
 (7) 

where N is the number of harmonics in the sawtooth wave 

from DC to half the sampling frequency and 

 

( ) ( ) ( )mImImI nnn 11 +− +=′  (8) 

 

To perform this optimization it is possible to use a 

standard routine such as ‘fmin’, for example, that is 

available as a routine in the Matlab software package. This 

routine uses a Nelder-Mead Simplex search method [5]. 

However, in the implementation of the optimization of (7) a 

problem was discovered. Specifically, when attempting to 

compute the magnitude of the Modified Bessel function for 

values of modulation index greater than 700 the algorithm 

used generates a numerical overflow and will return a value 

of infinity. A similar behaviour was observed when using 

the Sci.py module of python for the computation in [6].  

 

A. Computing Modified Bessel Functions using Logs 

To compute a Modified Bessel function of order n and 

modulation index m it is possible to use the formula [7] 
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From (9) both the numerator and denominator of the 

summation will grow to be infinitely large, but empirical 

observation found that the value of their ratio will first reach 

a maximum and then decrease to zero as m increases. In an 

implementation it can be surmised that the maximum 

number of terms in the summation can be restricted as long 

as it exceeds the point where the ratio reaches zero. This is a 

valid approach but fails when the maximum of the ratio is 

beyond the numerical precision of the machine. As stated 

already, this occurs for large values of modulation index 

and thus an alternative is required in such cases. An obvious 

choice for compressing the numerical values generated by 

each term of (9) is to use the logarithmic function 
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(10) 

and using the logarithmic property 

 

xzx z loglog =   (11) 

 

Equation (11) can then be rewritten using the multiplicative 

property given in (12) 

 

( ) zxxz logloglog +=   (12) 

to give 
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
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 (13) 

A number of possibilities exist for expressing the logarithm 

of a factorial. Firstly, the exact expression is [8]. 

( ) ∑
=

=
x

z

zx
1

log!log

  (14) 

 Alternatively, a very good approximation for the logarithm 

of a factorial due to Ramaujan [8], for 0≠x , can be written 

which would reduce the computational effort in evaluating 

the multiplications in ( )!log x  for each term.  
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      (15) 

Furthermore, it also is more robust numerically. Particularly, 

in the case of Matlab [5], if the number of terms k selected 

exceeds 170, then ( ) ∞=!log k . 

 

Using (15), equation (13) can be rewritten to produce 
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      (16)

 

 

B. Applying the MaxStar algorithm 

From (16) it can be seen that each term in (10) can be 

computed using logarithms which will significantly reduce 

the size of its numerical value, thus avoiding overflow 

problems. However, the next issue is how to add them 

without computing the exponential of each term. They 

should also be added in the log domain and then the 

exponential found of the overall result. To this end a very 

useful algorithm from the field of telecommunications is the 

MaxStar algorithm [9] 

 

( ) ( ) ( ){ }zxzx
ezxee

−−
++=+ 1ln,maxln

 (17) 

where 

( )
otherwisez

zxifxzx

=

≥=,max
 

This expression is applied iteratively to the summation until 

the final term is reached [10]. An alternative approximation 

was recently given in [10], which was  
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Once the sum of terms is found using (17) or (18) all that 

remains to compute (9) is to find the exponential of this sum.  

This procedure will work in Matlab [5] as long as the total 

value of the log of the sum of the terms in (9) is 709 or less 

as otherwise an infinite output will result because in this 

package  

∞=710
e   (19)  

This could be problematic in the general case, but if all we 

want to do is solve the optimization problem of (7) then the 

logarithmic can also be rewritten as 

( )( )( ) ( )( )mINmI N 110

1

110 log1log ′−+′ −

+  
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( ) ( )( ) ( )( )mImIN N 110110

1

10 loglog1log ′−′++= +

−
 

(20) 

Ignoring the first term which is a constant and 

substituting (8) into (20) gives 

( ) ( )( ) ( ) ( )( )mImImImI NN 2010210 loglog +−+= +  

      (21) 

Both terms in (21) are structurally similar, so, for 

example, considering the first term only and defining the 

output of the MaxStar algorithm as ( ).MS  leads to the 

definition 
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Then  
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      (23) 

where for clarity the function exp(x) is used to represent 
x

e . 

Applying the MaxStar algorithm to (23) produces the nested 

expression in (24) 

( )( ) ( )( )( )( )( )mIMSmIMSMS NN 210 explog ++=  

      (24) 

It is possible then to apply the property 

 

   ( ) xzx y

z

y loglog =   (25) 

which results in  

 

( )( ) ( )( )( ) emIMSmIMSMS NN 102 log++=  

      (26) 

Thus, the exponential power has been removed and now is 

present in (26) in the form of a multiplication by a constant. 

In this form any issues with numerical overflow should be 

overcome. The optimization in (7) can finally be rewritten 

using the formulation in (26) as 
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      (27) 
 
For example, if we have a pitch frequency for the sawtooth 

wave of 146.8324 Hz  (note D) and a sampling rate of 

44100 Hz, the number of harmonics that will exist to half 

the sampling frequency is N=150. Setting the maximum 

number of terms in the summation to be 2000, the 

optimization routine returns a value of modulation index 

m=2131.7. Figure 4 is a plot of the lower portion of the 

spectrum of this sawtooth, after hanning windowing, 

showing its harmonics with no visible alias components 

present. 
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Figure 4. Lower part of spectrum of optimized sawtooth. 

 

III. CONCLUSION 

This short paper has presented an approach for the 

computation of Modified Bessel functions with high 

modulation indices that uses the MaxStar algorithm to 

overcome numerical difficulties currently experienced with 

mathematical software packages. Furthermore, it also has 

shown how an optimisation formulation can be rewritten 

using the MaxStar algorithm that obviates the need to 

explicitly compute large numbers that are raised to an 

exponential power.Future work will seek out other similar 

applications where the MaxStar  algorithm would prove to 

be useful. 
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Abstract—This paper describes wireless billboard channels 
(WBCs) established over terrestrial digital multimedia 
broadcasting (T-DMB), which are used by the service providers 
to broadcast advertisements of their services to mobile users so 
they may discover and associate with the ‘best’ service following 
the user-driven ‘always best connected and best served’ principle 
(ABC&S) in the emerging ubiquitous consumer wireless world 
(UCWW).  A novel and more efficient IP datacasting (IPDC) 
operational mode for ‘WBC over T-DMB’ is proposed and 
evaluated. 

Keywords-Ubiquitous Consumer Wireless World (UCWW); 
Wireless Billboard Channels (WBCs); Advertisement, Discovery 
and Association (ADA); Terrestrial Digital Multimedia 
Broadcasting (T-DMB); IP Datacasting (IPDC). 

I.  INTRODUCTION 
The WBCs are defined as simplex, unidirectional, 

narrowband and broadcast channels [1], which are solely used 
to ‘push’ (wireless) service advertisements to a large number of 
mobile users (MUs). WBCs are fundamental part of the 
ubiquitous consumer wireless world (UCWW) – the University 
of Limerick’s next generation network (NGN) proposal [2~4]. 
The UCWW will bring many benefits to MUs, teleservice 
providers (TSPs), and access network providers (ANPs) 
including: greatly enhanced user freedom of choice in 
accessing the services, elimination of roaming charges, ‘level 
playing field’ for new ANPs and much greater commercial 
openness and fairness in the ANP market, realization of truly 
user-driven always best connected and best served (ABC&S) 
[5], user-driven integrated heterogeneous networking, etc.  

The following technologies are suitable carrier candidates 
for WBCs: the digital audio broadcasting (DAB), terrestrial 
digital multimedia broadcasting (T-DMB), digital radio 
mondiale (DRM), digital video broadcast - handheld (DVB-H), 
and multimedia broadcast / multicast service (MBMS). Among 
these, T-DMB is a new multimedia broadcasting technique  
developed by Korea in 2005 based on the European DAB 
standard. Comparing with DAB, T-DMB adds a Reed-
Solomon (RS) forward error correction (FEC) to improve 
communication in wireless channels and uses a highly efficient 
MPEG4 part 3 bit sliced arithmetic coding (BSAC) or 
advanced audio codec (HE AAC) to replace the DAB’s MPEG 
Audio Layer 2 (MP2) audio codec scheme [6-8]. To improve 
spectrum efficiency, T-DMB uses orthogonal frequency 
division multiplexing (OFDM) modulation scheme, and 
supports a single frequency network (SFN). T-DMB suits well 
as a carrier for WBCs.  

The ‘WBC over T-DMB’ system is developed along three 
layers: a service layer, a link layer, and a physical layer.  

The error protection of service advertisements is an 
important issue in WBCs, since even a single bit error may 
cause discarding a full WBC segment [9]. In the ‘WBC over T-
DMB’ system, the physical layer reliability is ensured by a 
Reed-Solomon (RS) code, convolutional interleaver, punctured 
convolutional code, and inner interleaver. The service layer 
reliability is ensured by an advertisement delivery protocol 
(ADP) [10]. For extra error protection, a DVB-H compatible 
link layer is proposed in this paper to smooth IP datacasting 
(IPDC ).  

There are four T-DMB transmission modes defined by 
ETSI 300-401 [7], respectively with 1536, 384, 192, and 768 
subcarriers in one OFDM symbol. This paper focuses on 
WBCs established over T-DMB operating in all four 
transmission mode. 

The rest of the paper is organized as follows. Section II 
presents the new ‘WBC over T-DMB’ IPDC mode. Section III 
describes the ‘WBC over T-DMB’ software testbed and the 
obtained performance evaluation results. Section IV 
summarizes the conclusions. 

II. ‘WBC OVER T-DMB’ IPDC MODE 
The T-DMB standard [7, 8] supports two operational 

modes: a stream mode – for broadcasting audio stream datasets, 
and a packet mode – for IP packets broadcasting. However, the 
stream mode is not suitable for WBCs, whereas the packet 
mode does not provide sufficient error protection for WBC 
data broadcasting in wireless fading channels. Thus, a digital 
video broadcasting - handheld (DVB-H) compatible module 
[11] was added on the top of the T-DMB as the link layer 
operating in a new ‘WBC over T-DMB’ IP datacasting (IPDC) 
mode (Figure 1). With the strong outer layer of a FEC scheme, 
i.e., multi-protocol encapsulation - forward error correction 
(MPE-FEC) solution, the reliability of ‘WBC over T-DMB’ 
can be improved without changing the T-DMB standard.  

The MPE-FEC frame is the core element in the link layer. 
MPE-FEC is introduced in DVB-H for compensating the 
performance degradations due to the use of wireless fading 
channels. It is a frame which consists of 255 columns and a 
number of rows (256, 512, 768 and 1024 rows are supported 
[11]). Every cell in the MPE-FEC frame is one byte. A MPE-
FEC frame carries a number of WBC segments. The 255 
columns are divided into two parts: from 1st to 191st column is 
the application data table (ADT), and from 192nd to 255th 
column is the RS data table (RSDT). Flexibility is allowed by 
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puncturing some parity RSDT columns to achieve different 
code rates, i.e., 1/2, 2/3, 3/4, 5/6, 7/8. 
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Figure 1.    The new ‘WBC over T-DMB’ IPDC mode vs. standard T-DMB 
stream mode and packet mode. 

III. ‘WBC OVER T-DMB’ SOFTWARE TESTBED  

A. Layers Implemention  
The WBC service layer has a three-tier software 

architecture [12]. Thanks to this architecture, the Internet-based 
enterprise application on the WBC-SP node and the portable-
device-based application on the mobile terminal are able to run 
in an intelligent, flexible, and extensible way. 

The ‘WBC over T-DMB’ link layer software testbed was 
designed and implemented in C++. The encoder’s functional 
model is depicted in Figure 2. The decoder running on the 
mobile terminal uses a reversed functional model.  

The ‘WBC over T-DMB’ physical layer testbed was 
designed based on the ETSI-EN-300-401 [7] and ETSI-EN-
102-427 [8] standards. The transmitter side first generates a 
3008B1 dataset, which is further processed as shown in Figure 
3. In the outer coding section, a Galois field (GF) array is 
created with the dataset. Then the array is encoded by a 
RS(204,188) module for extra error protection at the physical 
layer. In the outer interleaving section, the output matrix is first 
reshaped to one-row dataset; then a convolutional interleaving 
algorithm is used for permuting the one-row dataset with the 
help of an internal shift register algorithm; finally, the output is 
translated into a bit array by a byte-to-bit convertor. In the 
inner coder section, the bit array is first encoded by the 
convolutional encoder and then punctured by the predefined 

                                                           
1 3008 = 16 × 188 (transport stream packet length).  

IP packets

Build M PE-FEC frame. Generate ST table and insert it 
at the end of IP section of M PE-FEC frame

Install IP packets into M PE-FEC 
frame. Add RS parity data.

Extract IP packet from IP section 
of MPE-FEC frame, insert MPE 
header and CRC-32 trailer, and 

put resultant MPE packet in 
cache.

Extract RS column from FEC 
section, insert MPE header and 

CRC-32 trailer, and put 
resultant MPE packet in cache.
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Figure 2.  The ‘WBC over T-DMB’ link layer encoder’s functional model. 
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Figure 3.  The ‘WBC over T-DMB’ physical layer testbed. 

convolutional code rate. In the inner interleaving section, an 
inner bit-wise interleaving algorithm is used to provide extra 
reliability. The output of the inner interleaving dataset acts as a 
main service channel (MSC), which together with a random 
dataset fast information channel (FIC) and a Sync channel 
produces a T-DMB transmission bit frame in the MUX module. 

In the mapping section, the T-DMB transmission bit frame 
is QPSK modulated. Then the output is processed by a 
frequency interleaving algorithm to improve reliability.  The 
output is modulated by an inverse fast Fourier transform (IFFT) 
algorithm in the OFDM modulation section. Then a T-DMB 
OFDM symbol transmission frame is built, which is passed 
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first through a Rayleigh fading channel and then through an 
additive white Gaussian noise (AWGN) channel. In the 
receiver, the data processing is performed in reversed order. 

The physical fading channel design follows the COST 207 
model in typical urban reception conditions [13], which has 
been commonly used for wireless broadcasting simulations.  

B. Simulation Results 
The IP packet error rate (IPER) is an important criterion to 

measure the performance of ‘WBC over T-DMB’. For the 
purposes of simulation, at the service layer 5000 distinct WBC 
segments were produced by means of the ADP protocol and 
sent down to the link layer for broadcasting using the following 
parameters: WBC segment size - 4016B, IP packet length – 
1024B, ADP (n=6, k=4). To test the IPER in offline mode, the 
link layer first stores all IP packets into a database, and 
processes them one by one. The MPE-FEC frame has 1024 
rows and 255 columns. At the physical layer, the following 
parameters were used: WBC source rate – 384 Kbps, data 
length in 24ms – 9216 bits, convolutional code rate – 1/2, 
interleaving depth – 16, cyclic prefix ratio – 0.25.  

Figures 4(a) and 4(b) show the IPER simulation results for 
the packet mode and IPDC mode when the Doppler frequency 
is equal to 10Hz and 80Hz, respectively. The results confirm 
that the IPDC mode outperforms the packet mode with 
approximately 2.5dB SNR gain at IPER value of 210− . The 
results also show that the transmission modes III and II have 
better anti-Doppler effect resistance than modes IV and I. The 
reason for that is that they use higher subcarrier frequency 
(8kHz and 4kHz, respectively) than transmission modes IV and 
I (2kHz and 1kHz, respectively), which gives better results in 
fading environments. So with same Doppler value, the 
normalized Doppler frequency’s order is: mode III< mode II < 
mode IV < mode I.  

From the results it is clear that in order to sustain the effects 
of fading and noise in WBCs, and thus to achieve better QoS, 
the ‘WBC over T-DMB’ IPDC mode – a novel solution for 
broadcasting service advertisements to mobile terminals – must 
be employed.  

IV. CONCLUSION 
The establishment of wireless billboard channels (WBCs) 

over terrestrial digital multimedia broadcasting (T-DMB), for 
facilitating the service advertisement, discovery and association 
(ADA) in the ubiquitous consumer wireless world (UCWW) 
has been presented in this paper. A software testbed has been 
designed in Java, C++ and Matlab to evaluate the T-DMB 
operational modes. The performed simulation has confirmed 
that with the proposed novel IP Datacasting (IPDC) solution, 
the ‘WBC over T-DMB’ system is able to operate more 
reliably and efficiently. 
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ABSTRACT 

 

TErrestrial Trunked Radio (TETRA) offers capabilities 

equivalent to the second generation of mobile phones with 

voice and limited data capabilities.  TETRA needs to evolve 

to satisfy increasing user demand for new services and 

facilities as well as gleaning the benefits of new technology.  

An initial enhancement (TETRA Enhanced Data Service, 

TEDS) has been agreed. The enhanced TETRA services 

allows for more flexibility in the communication modes 

used, so as to provide adaptability in applications. We 

propose that it is possible to deploy Software Defined Radio 

(SDR) technologies into the basestation to economically 

provide this level of flexibility and to further extend the 

capability of TETRA services by deploying a WiMAX 

channel into the proposed TETRA tuning range. Thus 

delivering true broadband data service while 

simultaneously supporting the original and enhanced 

TETRA services.   

 

1. INTRODUCTION 

 

TETRA is a Private Mobile Radio (PMR) standard that has 

been developed by the European Telecommunications 

Standards Institute (ETSI) for the needs of the transport, 

civil and emergency services [1]. TETRAPOL is another 

PMR standard, developed by Matra Nortel 

Communications. TETRA and TETRAPOL are competitors 

in the PMR market in Europe. In this paper we focus on 

TETRA services as it is a more recent standard than 

TETRAPOL. For perspective, we will compare the radio 

characteristics between TETRA and TETRAPOL later 

(Table 1).  

There is increased interest in the delivery of broadband 

data services over the TETRA network, for example video 

imagery of accident scenes. An enhanced form of TETRA 

(TEDS) has been agreed which can offer data rates of up to 

600 kbps [2]. However successful deployment of TEDS 

requires additional spectrum to be allocated and this has 

proved to be problematic. An investigation was carried out 

by ETSI which concluded that a single standardised 

frequency band cannot be agreed; however the concept of a 

tuning range for enhanced TETRA services is gaining 

acceptance.  In addition to the difficulty in agreeing a 

standardised spectrum allocation, enhanced TETRA 

supports a range of communication modes depending on 

individual user bandwidth and signal quality. This implies 

a greater complexity on the radio systems. Though the new 

TETRA services will offer improved capabilities, it is 

necessary to provide backward compatibility with existing 

TETRA users and as there are over 1000 networks 

currently deployed around the world [3]. The greatest 

challenges will be experienced by the TETRA basestations 

which must support new and legacy systems. SDR, 

specifically in the concept of flexible hardware transceiver 

systems, offers an economical solution to both the 

challenges of implementing TEDS and supporting legacy 

systems and provides a development route for new TETRA 

services.   

This work is on integration of deploy a WiMAX sub-

channel into the TETRA framework for true broadband 

services on demand.  Similar initiatives, WiMAX overlay 

over TETRA demonstration for emergency call-handling 

system by Alcatel Lucent and TelMAX project by Teltronic 

have also explored the issue of integration WiMAX 

channels over TETRA bands. This work is focussed on the 

integration of TETRA and WiMAX standards within a 

single physical layer SDR transceiver rather than the use of 

separate radio front-ends. 

 This paper will present the requirements for a SDR 

platform with an investigation of various radio 

architectures to support the proposed and legacy schemes. 

Then we will show the implementation of our proposed RF 

receiver architecture plus the design challenges for this 

experimental platform. 

 

2. COMBINING WIMAX AND TETRA 

TETRA services were initially deployed in Europe in a 20 

MHz band between 380 and 400 MHz as two 5 MHz bands 

with a 10 MHz duplex separation [1]. To deploy the new 

enhanced TETRA data services additional spectrum is 

required to complement the existing band. The Electronic 

Communications Committee (ECC) within European 

Conference of Postal and Telecommunications 
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Administrations (CEPT) has proposed a “tuning range” 

within which enhanced TETRA services can be deployed 

[4].  It recommends three bands within that tuning range, 

including the original TETRA band, as shown below 

(Figure 1). The tuning range requirements are further 

complicated as non-European deployments have used other 

frequencies ranges.  One particularly interesting aspect is 

the Federal Communications Commission (FCC) proposed 

national public service network at 758-793 MHz [5] which 

would be attractive to any future TETRA-type network.   

 

 

Figure 1 system tuning range 

 

 Enhanced TETRA allows for channel widths up to 150 

kHz, offering users a range of data rates, up to 600 kbps. 

This is a significant improvement on existing TETRA 

services, however it does not offer data rates that would 

support full multimedia transmissions or rapid delivery of 

large files.  Though TEDS has identified a maximum 

channel width of 150 kHz, there is nothing inherent in the 

TETRA framework that prevents wider channels to be 

used. We propose that WiMAX (IEEE 802.16e) offers 

features that are highly suited to TETRA-type applications 

such as quality-of-service guarantees and scalable OFDM 

access. The WiMAX standards allows for 1.25 MHz 

channel [6] which would allow up to three 1.25 MHz 

WiMAX channel to be deployed with the remaining 

spectrum then used to support voice and data services 

whether using TETRA or TEDS, thus maintaining legacy 

support (Figure 2). 

 

 

Figure 2 5 MHz TETRA channel 

 

 The key advantage to using the WiMAX standard is 

scalable OFDM access schemes (OFDMA) where users are 

dynamically allocated bandwidth as needed for their 

application, according to their quality of service metric and 

allow users to obtain bursts of data throughput of up to 6 

Mbps when needed. WiMAX presents low cost of delivery 

of higher data rates over large geographical areas and also 

perform very well in mobile conditions. With WiMAX’s 

enhanced channel efficiency of up to 5 bits/hertz, greater 

number of users plus applications can be supplied.  

 The use of high data rate OFDMA modulations brings 

in challenging requirements for the transmitter in terms of 

spectral quality and Error Vector Magnitude (EVM). Also 

the receiver faces some difficulties. The high EVM required 

is difficult to attain because it demands a high Signal-to-

Noise Ratio (SNR) from the Low Noise Amplifier (LNA), 

about 35 dB. Other challenges are that the receiver must 

exhibit low power consumption, high bandwidth and high 

dynamic range. [7] 

 If basestations are to be designed using full channel 

capture and channelisation in the digital domain, 

implementing this WiMAX sub-channel requires only a 

small modification of the software implementation of the 

physical layer and then subsequently a separate WiMAX 

stack.   

 

3. SOFTWARE DEFINED RADIO PLATFORM 

REQUIREMENTS 

 

To develop a new system suits our proposal, the main radio 

characteristics of the TETRA, TEDS, TETRAPOL and 

WiMAX standards are studied as follow: 

 

Table 1 Compare radio characteristics of TETRA, TEDS, 

TETRAPOL and WiMAX 

 TETRA TEDS TETRA 

POL 

Mobile 

WiMAX 

Frequency 

(MHz) 

380-410 350-470 80/380/450 410-470, 

758-793 

Spectrum 

Allocation 

Two 5 

MHz 

bands 

additiona

l 5 MHz 

bands 

similar to 

TETRA 

similar to 

TETRA 

Duplex 

Spacing 

(MHz) 

10 10 similar to 

TETRA 

similar to 

TETRA 

Channel 

BW (kHz) 

25 25-150 <8 1250 

Channel 

Spacing 

(kHz) 

25 matches 

channel 

spacing 

10/12.5 50-100 

Access 

Scheme 

TDMA 

FDMA 

TDMA 

FDMA 

FDMA SOFDMA 

Modulation π/4 

DQPSK 

π/4, π/8 

DQPSK 

up to 64 

QAM 

GMSK QPSK, up 

to 64 

QAM 

Tx Power 

(dBm) 

28 to 46 similar 

to 

TETRA 

42 similar to 

TETRA 
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Rx 

Sensitivity 

(dBm) 

-103 to   

-106  

similar 

to 

TETRA 

-113 to  

-111  

-90.8 

Efficiency 

(bits/Hz) 

1.4  <3.5 similar to 

TETRA 

3-4 

  

 TETRA and WiMAX are two different standards, the 

terminologies of the system specifications are described 

quite differently (TETRA is an ETSI standard, WiMAX is 

an IEEE standard).  To explore the viability of this 

approach, a low-cost demonstrator is going to be developed 

according to an initial suggestion for an integrated 

wideband transceiver as shown below (Table 2) that can 

offer the necessary tuning range and channel capture. It is 

challenging to produce common specs as different 

standards and modulation schemes are involved in each 

channel. Linearity and dynamic range are key transceiver 

criteria.  

 

Table 2 Combined system specs for transceiver 

  

Combined TETRA, 

TEDS, TETRAPOL 

and WiMAX 

Receiver  

Signal Sensitivity (dBm) -106 

Signal Sensitivity (dBm / Hz) -152 

Maximum Acceptable Signal (dBm) -30 

SNR/CNR @ BER = 1e-4 (dB) 24 

NF (dB) 7 (MS), 4(BS)  

Linearity IIP2 (dBm) 37 

Linearity IIP3 (dBm) -13 

ACPR (dBc) -70 @ 75 kHz offset 

Transmitter  

Tx Power (dBm) 42 

Tx Dynamic Range (dB) 80 

EVM (%)  <3  

 

4. PROPOSED TEST PLATFORM  

 

For our investigation of the combined radio system, we 

propose to adapt an existing mobile communication system 

SDR platform MARS developed by the Institute of 

Microelectronics and Wireless Systems (IMWS) at NUI 

Maynooth, operating in the frequency range 1.8 to 2.4 GHz 

[9]. This platform functions, sub-optimally, in the range 

380-480 MHz and requires further work to meet linearity 

and noise requirements. The main issues that need to be 

addressed are attenuation induce due to matching networks; 

oscillator performance, and linearity. This platform works 

with the software framework developed within the Centre 

of Telecommunications Value Chain Research (CTVR) and 

is being integrated with the OSSIE framework developed by 

Virginia Tech.  

 Our two candidate architectures are a homodyne 

(direct-to-RF) transmitter and receiver, or a homodyne 

transmitter with a superheterodyne receiver. With the 

development of modern transmitters, the direct-to-RF 

transmit path is an increasingly mature technology and 

with new developments in wideband mixers and PAs, 

achieving the needed reconfigurability will be relatively 

straightforward. For the receiver, the challenges are more 

difficult.  In any implementation, there will be a strenuous 

sensitivity and linearity requirements. This will be 

complicated by the large tuning range. While MARS SDR 

receiver is currently configured to support a direct-from-RF 

architecture, this approach faces challenges in terms of 

linearity, noise and DC offset cancellation.   An alternative 

approach, which we have chosen, is to use a more 

traditional two-stage approach with a low frequency IF 

stage. The following table lists some of the advantages and 

disadvantages for the two approaches for the receiver stage 

[7]: 

 
Table 3 Summary of Tx/Rx architectures suitable for our system 

 Direct Superheterodyne 

Adv 
• Fewer components 

• simple frequency 

plan for multi-

standard, 

• high integratability, 

no image problem 

• more reliable 

performance 

• flexible frequency 

plan 

• no DC offset 

• no 1/f noise issues 

• high blocker and 

interferer rejection 

• improved tunability 

Dis 
• LO leakage and 

DC offset issue 

• 1/f noise 

• Vulnerability to 

blocker and ACPR 

issues 

• More challenging 

RF filters 

• More components 

• Potentially more 

power 

• IF bandwidth typically 

fixed 

  

 Compared with the two candidate radio architectures 

(Table 3), we use a more traditional superheterodyne 

approach for the receiver. This offers advantages in that we 

have a fixed 5 MHz slot. The RF stage can deal with 

tuning, linearity and noise, while the IF stage can use 

highly selective filters to achieve the required adjacent 

channel & blocker rejection. The proposed test platform is 

shown below: 
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Figure 3 Proposed Test Platform 

  

 The equipments needed are Rohde Schwarz Vector 

Signal Generator SMU, Rohde Schwarz Vector Signal 

Analyzer FSQ, PC, low cost experimental SDR system 

MARS from IMWS NUIM. We plan to get 

TETRA+WiMAX I&Q analog signals from R&S vector 

signal generator SMU200, connect it to R&S vector signal 

analyzer FSQ. Use R&S matlab transfer toolbox to get the 

IQ files from FSQ. The reason for doing this is due to the 

internal IQ files within the firmware of the SMU200 is not 

available to users. Then we transmit the IQ data to the 

MARS transmitter and our new designed superheterodyne 

receiver (Figure 3). This platform requires further work to 

meet linearity and noise requirements. The main issues that 

need to be addressed are gain, matching networks, 

oscillator performance and singal/power level. Then we 

will connect Tx & Rx to the FSQ to see how the TETRA + 

WiMAX signals perform.  

 

 

5. RECEIVER IMPLEMENTATION 

 

The SDR receiver is implemented using as many off the 

shelf parts as possible. The receiver implementation 

diagram is shown in figure 4.  

 

 Figure 4 Receiver Implementation 

  

 We will have one RF-IF board on top of a baseband 

board.  

 The RF bandpass filter is designed of 3rd order 

Chebyshev filter operating a frequency range from 380 

MHz to 480 MHz. The LNA is Agilent ATF55143, with a 

gain of 17.7 dB at a noise figure of 0.6 dB and an IP3 of 

24.2 dBm capable of operating across a frequency range 

from 450 MHz to 6 GHz. Although 380 MHz to 480 MHz 

is out of this LNA frequency range, we re-designed the 

matching network then simulated it in Agilent Advanced 

Design System tool. An Analog Devices part AD8348 was 

chosen as a downconverter. It has a conversion gain of up 

to 44 dB by the use of AGC, with a noise figure of 11dB, 

and IIP3 of 28 dBm. The AD8348 can be interfaced with a 

detector such as the AD8362 rms-to-dc converter to provide 

an automatic signal-levelling function for the baseband 

outputs. The ADF4360-7 is an integrated integer-N 

synthesizer and voltage controlled oscillator (VCO). The 

ADF4360-7 centre frequency is available and is set by 

external inductors. This allows a frequency of between 350 

MHz to 1800 MHz. 

 The IF filter that we have chosen is an EPCOS SAW 

filter. Its centre frequency is 140 MHz with a bandwidth of 

8.8 MHz. The ADL5530 is a broadband, fixed-gain, linear 

amplifier that operates at frequencies up to 1000 MHz. This 

provides a gain of 16.5 dB and achieves an OIP3 of 37 dBm 

with an output compression point of 21.8 dB and a noise 

figure of 3 dB. The IF downconverter is the same 

component as the RF stage, an Analog Devices part 

AD8348.  Separate I and Q outputs of the mixers. The 

oscillator signal comes from ADF4360-9, an integrated 

integer-N synthesizer and voltage controlled oscillator 

(VCO).  This configuration is capable of producing a 

frequency in a range from 65 MHz to 400 MHz, which the 

fixed centre frequency is 140 MHz.  Two low pass filters 

are followed which the bandwidths are 3.5 MHz for both I 

and Q. 

 Next the signal is digitised using two 16-bit Analog 

Devices ADC’s capable of operating up to 80 Msps in the 

baseband board developed by IMWS at NUIM. This 

digitised information is then transferred to the host 

computer for final processing and data extraction over a 

USB2 interface. 

 The receiver PCB board layout is then developed in 

Easily Applicable Graphical Layout Editor (EAGLE) 

(Figure 5). 
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Figure 5 Receiver PCB Board 

 

6. DESIGN CHALLENGES 

 

From a basestation perspective, this proposed test platform 

offers a number of challenges, specifically maintaining 

noise and linearity performance over such a range of 

frequencies and handling the different modes of operation. 

One of the challenges of designing a combined 

communication systems is that it must remain compatible 

with legacy TETRA services. This is particularly 

challenging as the TETRA specifications were designed for 

very narrowband 25 kHz channels, specifically the figures 

on linearity and sensitivity. High sensitivity is needed as 

TETRA basestations are not typically as densely populated 

as comparable mobile telephony systems.  Complicating the 

matter is the needs for TETRA clients to be capable of 

sustaining high receive power levels when close to such 

basestations [8]. The basis of our analysis was the need to 

be compatible with legacy systems, while accepting that 

some compromises would be needed on adjacent channel 

specifications as the legacy values are not appropriate to 

our wideband solution. As we are focussed on basestation 

radios, we are also assuming that receiver power levels can 

be assumed to be low. 

 The challenges for a SDR platform are focused on the 

RF-IF stages rather than the software framework. 

Specifically there are demanding receiver requirements on 

signal sensitivity, adjacent channel rejection, and linearity. 

These issues were manageable when dealing with 

narrowband signals at a specific frequency but become 

much more challenging when dealing with a wide tuning 

range. One particular issue is the problem of the transceiver 

filter which must be wideband or reconfigurable in some 

way. This will limit our ability to minimize adjacent 

channel interference. To address the issue of varying sub-

channel widths, it will be necessary to undertake full 

channel capture and subsequently digitally undertake 

channelisation, filtering and de-modulation. If this 

approach is taken minimizing wideband noise contributions 

from the electronics and adjacent channels becomes 

particularly important. To investigate the interference issue, 

we had a look into blocker specifications for TETRA 25 

kHz QAM receiver is shown (Figure 6). 

 

 
Figure 6 Blocker Specifications for TETRA 25 kHz QAM receiver 

  

 At +/-75kHz offset, the level of interfering signal is -

40dBm. At +/-150kHz offset, the level of interfering signal 

is -35dBm. At +/-350kHz offset, the level of interfering 

signal is -30dBm. At +/-1MHz offset, the level of 

interfering signal is -25dBm. WiMAX signal has to be 

lower than -35dBm/-30dBm. The max tolerated input 

power is 0 dBm. The filter specs and how far we put 

WiMAX channel next to TETRA channel are critical. 

 

7. CONCLUSION 

 

In this paper, we have reviewed the TETRA, TEDS, 

TETRAPOL and WiMAX standards. A new combined 

system specification for the transceiver has been presented 

to show how a WiMAX sub-channel can be integrated into 

a TETRA channel and retain legacy compatibility. We 

focused on RF frontend receiver architectures with a 

discussion of the relative benefits of homodyne and 

heterodyne architectures.  The challenge of adding a 

broadband channel into the existing TETRA framework is 

complex and places significant constraints on future 

TETRA receivers, but we propose that following a 

software-defined radio philosophy allows for 

implementation with minimal additional hardware 

complexity.  Our next step is to adapt the LING 

superheterodyne receiver with an existing MARS 

transmitter and demonstrate this proposed reconfigurable 

radio platform.  If successful, this approach may allow 

future TETRA users to avail of broadband data rates 

minimal additional cost for either the user or the 

basestation provider.  
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Abstract—Machine Learning approaches such as Reinforce-
ment Learning (RL) can be used to solve problems such as
spectrum sensing and channel allocation in the cognitive radio
domain. These approaches have been applied to other similiar
domains such as in mobile telephone networks and have shown
much greater performance than the static channel allocation
schemes used.

The objective of this research is to use an RL technique
known as Q-Learning to provide a possible solution for allocating
channels in a wireless network containing independent cognitive
nodes. Q-Learning is an attractive algorithm for such a problem
because of the low computational demands per iteration. Many
of the current proposed techniques suggest using a negotiation
policy between two nodes to decide on which channel each may
use, however a considerable problem with this is the overhead
involved in the negotiation involved between the nodes. This
paper suggests an approach where each node acts as an individual
independant node, with minimal interaction with the other nodes.

Results have shown that using such a technique gives fast
convergence on an optimal solution when correct rates are chosen.
It has also shown that the algorithm is very scalable, in that as the
network grows, the state-action space does not grow sufficiently
to cause major memory or computational demands.

I. INTRODUCTION

Research in the area of cognitive radio (CR) has broadened
significantly in the past number of years since it was first
presented by Mitola in 1999 [1]. It is now recognised as
being an essencial replacement for the current regulation of the
electromagnetic spectrum where vast bands of usable spectra
is being underutilised. One such example of this was in the
USA where the Spectrum Policy Task Force [2] had found that
for a particular period on a police broadcasting channel, the
typical channel occupancy was less than 15% , while the peak
usage was nearly 85%. This has led to much research into
the area of opportunistically accessing underutilised spectrum
where no primary user is currently active.

The goal of this research is not to focus on primary and
secondary users in a frequency domain, but rather to allow
each cognitive node to learn by its own mistakes. In this case,
the agent considers the environment to include all other cog-
nitive nodes, and any other transmitters working on the same
channels as being part of the environment. This will ensure
an even distribution of channels not only for the cognitive
nodes, but also for any other type of wireless communication
device. It is hoped that future work will look at primary and
secondary users working in the same environment using a

Q-Learning approach. Much of the research in this area has
focused on cooperative sensing where nodes within a cognitive
radio network share information about the environment. There
has been very little work focusing on reinforcement learning
techniques such as Q-Learning, currently there is only one
other paper which looks at Q-Learning for channel allocation
in cognitive radios[3]. There are several levels on which this
can happen [4], which at the very least have a need for a
control channel to pass information between nodes. This alone
can lead to massive overheads on a network as the number of
nodes and the amount of data shared increases. The proposed
solution is individual sensing where each node is a single
cognitive entity having the ability to acquire information about
the environment or network without the help of other nodes
in its vicinity.

This is achieved using a reinforcement learning algorithm
known as Q-Learning whereby the agent goes through a phase
of learning before it can converge on an optimal solution for
channel allocation. In this learning phase, the node makes
decisions on what channels to select pseudo-randomly, the
outcome of taking these actions will weigh strongly on what
decisions are made later on. Once a node has finished learning,
it can then make decisions on what it has learned. The ability
for a node to be able to preempt whether a channel is going to
be in use before accessing it allows it to optimise bandwidth
usage for itself and any other nodes that may be accessing the
same channel.

The remainder of this paper is organised as follows.
First, an overview of reinforcement learning is presented,
along with an in-depth look at Q-Learning and how it is
applicable to this domain. Details on how Q-Learning has
been applied in channel selection in cognitive networks are
provided. Results and outcomes of simulations performed
are then given, followed by current and future work. Finally,
conclusions from this work and possible future work in this
area are provided.

II. REINFORCEMENT LEARNING

A. Application of Reinforcement Learning

Reinforcement Learning is a machine learning technique
whereby an agent interacts with an environment in the hope of
achieving a goal. This interaction occurs on a continual basis
with the hope of the agent being able to learn to function
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in an optimal fashion within that environment. The way in
which the agent interacts with the environment is through a
series of actions that can be performed. These actions can have
positive or negative outcomes which can, over time, be used
to determine how best to work in the current environment. At
each point in time, an agent can be in a particular state, with
the ability to choose an action based on what it has learned
in previous iterations.

The overall goal is to find an optimal policy that maps each
state to an action an agent should take in those states [6].
Figure 1 shows how the agent interacts with the environment
and uses this to determine its next state.

Fig. 1. Agent-Environment Relationship

To represent this formally, we assume the agent receives the
next state from the environment as shown in figure 1 at each
iteration of the algorithm, st ∈ S, where S is the set of possible
states and t = 0, 1, 2, ... for each individual discrete timestep
or iteration. On receiving this state, an action is chosen, at ∈
A(st) where A(st) is the set of possible actions that can be
taken in state st. On taking this action, the agent observes
the result, and receives a reward rt+1 where rt+1 ∈ <. After
taking this action, the agent has now moved into a new state,
st+1. At each iteration of the algorithm, a policy is created
that maps the action taken, at to the state st and this policy is
denoted by πt(st, at). The way in which this mapping occurs
is dependent on each RL algorithm and is usually based on
one of a number of action selection strategies which will be
described in the next section.

B. Q Learning Algorithm

Q-Learning is an RL off-policy temporal-difference learning
algorithm introduced by Watkins in 1989. The algorithm works
by learning an action-value function that gives an expected
utility of taking an action in a particular state and following
that policy thereafter [7]. The environment in which the agents
exist can be modelled as a Markov Decision Process. The
agent-environment shown in Figure 1 consists of a number of
steps:
• Agent examines state st ∈ S
• Action at ∈ A is taken based on st

• A transition occurs as a result of action at being taken, and
a new state st+1 is taken into account. A reward is generated
based on this transition, rt.

• The reward, rt, that is returned is then stored or learned
for that state action pair, and the above process is repeated.

The goal of repeating this process is for the agent to find
an optimal policy π∗ ∈ π for each state st ∈ S in a
recursive manner. The fact that the Q-Learning algorithm can
converge on π∗ without having any prior knowledge of the
environment makes it very suitable for cognitive radio channel
selection because of the unpredicability of other nodes and the
electromagnetic spectrum.

The algorithm can be described as a simple value iteration
update as shown below:

Q(st, at)← Q(st, at) + α(st, at)× [rt

+γ ×maxaQ(st+1, a)−Q(st, at)] (1)

where α(st, at) is the learning rate where 0 < α ≤ 1 and
which represents to what extent newly acquired information
will be taken into account. A learning rate of 1 will mean
that only the most recent rewards will be taken into account
whereas a learning rate of 0 will mean the agent will learn
nothing, and any current reward will be discarded. The
discount factor, γ, 0 < γ ≤ 1, decides how important future
rewards are for the agent. Another thing that makes the
Q-Learning algorithm suitable for this type of problem is
because it has been shown [8] that Q-Learning will converge
with a probability of 1 as long as each state action pair is
visited infinately as the learning rate approaches zero. The
way in which the Q function in Equation 1 is implemented
can be shown in the pseudocode:

For each episode, while s is not terminal
Sense environment and state s
For each iteration:

Choose a from s using certain policy
Take action a, observe output, r, st+1

Update Q value for state-action pair (eqn. 1)
s← st+1

Loop
Loop

The electromagnetic spectrum environment that the agent
is working in is very unpredictable, making it suitable to use
an off-policy RL algorithm such as Q-Learning so as to allow
a period of random exploration before following the target
policy of the agent. The policy used in selecting which action
to take is dependent on the type of policy used. The simplest
example is to select the action with the greatest reward for
that state, although this may not always lead to an optimal
solution as it would lead to a totally greedy policy that would
not explore parts of the state space that would not appear to
be advantageous but could lead to an optimal solution in the
future.

ε-Greedy is an example of a strategy that overcomes this
problem. It does so by only selecting the best action 1−ε of
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the time and another action is chosen randomly selected for
the remainder of the time, ε. The value of ε is in the range
0 < ε ≤ 1. The higher the value, the more random exploration
will occur. A similiar strategy known as ε-decreasing strategy
is what is used in this experiment. The main difference
between this and ε-Greedy is that ε decreases over a period
of time so that the agent goes through a period of random
exploration or learning before becoming totally exploitative.

III. ALGORITHM IMPLEMENTATION

To explain how Q-Learning was used for this problem, an
examination of how each state, action, and reward is structured
is provided. First, the available spectrum was broken up into a
number of channels which could be used for communication.
The number of channels available, C, that was used in this
experiment was 4, but can change depending on available
spectrum. This amount of channels was chosen to provide
a simple case, although any number of channels could be
chosen as this implementation does not suffer from scalability
problems.

The state was defined as a 2-dimensional structure

st(trt, ift) (2)

where the 1st dimension, trt, represents the number of
channels that a node is currently transmitting on at that time,
0 < trt ≤ C and, the 2nd dimension, ift, represents the
number of channels that an agent attempted to transmit on
but were in use at that time, 0 ≤ ift ≤ trt. The number of
interfering channels is based on the number of channels in
use, either by other nodes or through interference that are
within range of the node. Through sensing the environment,
a binary 2 dimensional vector, ift(c) is populated as per
equation 2.

ift(ct) =
{

1 if channel c at time t is in use.
0 otherwise (3)

where ct = 1, 2, ..., C. This vector is scanned at each
iteration upon taking an action to move to the next state. As
the network may be spread over a large area, and would not
be a fully-connected network as a result of wireless
restrictions on distance, a connectivity vector, V is used to
store what cognitive nodes are within range. This is only
needed for simulations as a real world implementation would
only be able to sense nodes within the wireless transceivers
maximum distance. There are 3 possible actions that can be
taken by an agent at a particular timestep:

• I - do nothing.
• II- acquire a channel.
• III - drop a channel.

Action I will not acquire or drop any channels, action II
will acquire a channel for transmission, and action III will
drop a channel that it already has in use. The channel that
is selected for drop or acquire is completely random in this
implementation, but future work may allow an agent to learn

which channels are good and which are bad.
There is an immediate reward or punishment received for

taking action at while in state st. Although there are many
posible ways in which to calculate a reward in such an
instance, it is important to ensure that the agent doesn’t
act in a greedy manner, by acquiring as many channels as
possible leaving other nodes in the network, or surrounding
networks starved of bandwidth. The proposed function shown
in equation 4 ensures that the number of active channels is
proportionately greater than the number of intefering channels.
The weighted interfering channels forces a punishment to
any agent that acquires a hnigh proportion of channels in an
environment where channel usage is high.

r(st, at) = trt − (trt × ift)− 1 (4)

This function ensures the channels are evenly distributed
between all the nodes of the network, and also for other
devices operating in the same environment. A simple example
would be where an agent is transmitting on 2 channels and
had also attempted to transmit and failed on another channel
after action 1 or acquire channel was chosen, the state the
agent would be in is st(2, 1). So the reward calculated based
on equation 4 is

r(s(2, 1), 1) = 2− (2× 1)− 1 = −1 (5)

In this case, it is a small punishment that the agent receives
for this state-action pair. It shows that because the agent is
transmitting on 2 channels, but interfering on one of them
channels, the reward is negative.

As mentioned in the previous section, the policy by which
the actions are chosen for Q-Learning is based on a particular
strategy, and in this case a hybrid on ε-Greedy known as the
ε-Decreasing strategy. The idea of this is, as explained in the
previous section is to allow the agent to go through a period
of random learning or exploration before exploiting what it
has learned.

Many of the simulations that we have carried out have used
a value for ε of 0.8. An example of how action selection
occurs is as follows. In the first iteration of the algorithm,
there is a 80% probability that a random action will be chosen
(exploration) and a 20% probability that the best (or max Q
value) action will be chosen (exploitation). As the algorithm
progresses, this value decreases to allow the agent to slowly
transform into an agent that selects the best action based on
what it has learned rather than randomly hopping through the
state space, thus exploiting the information it has gathered.
As ε approaches zero, the agent should eventually converge
on a stable, non-greedy state that uses an appropriate amount
of channels without causing interference to other nodes in
the environment. It then converges on a fixed state where the
agent is transfering over a fixed number of channels until the
environment changes enough to warrant a re-learning. These
changes could be due to other nodes leaving or joining the
network or other outside interference.

As this value reduces overtime and effectively controls
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whether the agent is in a learning mode or not, it should
be possible to adjust this value during the running of the
algorithm. There are numerous reasons why we would want
to do this but the most important is that the electromagnetic
spectrum is an ever changing environment, and as long as it
is slow changing, the agent can re-enter the learning phase
when the environment has changed enough as to make what
it has learned redundent. This forces the agent to re-learn so
that it can effectively operate in the altered environment again.
This can be an ongoing process where the agent goes in and
out of a learning phase whenever some metric that measures
environmental change reaches some threshold. The function
used in decreasing ε is the same as the one used in decreasing
α, which is explained below.

The convergence of a discrete algorithm to an optimal policy
is vital for this algorithm, and Watkins and Dayan have proved
that Q-Learning does converge [8] as long as a number of
conditions hold. The learning rate, αt, where 0 ≤ α ≤ 1
decreases at each iteration. We looked at 2 ways of decreasing
αt, the first being to simply decrease it by a fixed value each
time as shown in Equation 6.

αt = αt − (αt ÷ EstNumI) (6)

where EstNumI is the estimated number of iterations
needed for the algorithm to converge. Another method for
decreasing α suggested by Watkins was to decrease it based
on the number of times a particular state-action pair, α(s, a)
is visited.

α(s, a) =
1

n(s, a)
(7)

where n(s, a) is the number of times that state action pair has
been visited. This alpha value will give 1, 1

2 , 1
3 , .. at each visit

to a particular state-action pair.
Eventually the algorithm needs to converge on a particular

state which tells the agent the optimal amount of channels it
can transmit on without causing interference. This is achieved
by allowing the policy to continue choosing actions until action
0, ’do nothing’ is chosen for a fixed number of iterations,
meaning that the algorithm has reached a stage where it will
stay in the same state forever.

Finally, the greatest advantage of using this particular
implementation is the small amount of memory and
computational requirements needed. The state-action space
would be considered substantially smaller than many other
problems that use Q-Learning. In a 4 channel network there
is a maximum of 16 possible states, with 3 possible actions
making a total state-action memory space of 48. Assuming
the use of floating point numbers, the memory space used
storing these Q values is only 192 bytes.

IV. RESULTS AND FINDINGS

A. Simulation

This work was based on a simple 4-node network as shown
in figure 2 for simulation purposes.

Fig. 2. 4-Node Network

We simulated an environment where there was 4 channels
available for transmission, although the number of channels
could be altered for each individual node to simulate a real
world environment where there may be other radio operating
in the same environment. As we wanted to model this as
accurately as we could, we used nodes that could only
transmit on 1 channel and in some cases 2 to ensure that
the algorithm, for each agent or node would converge on
an optimal solution each time in different scenarios. The
way in which interference was represented in the simulated
environment was using a 2 dimensional vector. An example
of one is shown in the table below.

N0 N1 N3 N2
N0 0 1 1 0
N1 1 0 0 1
N3 1 0 0 1
N2 0 1 1 0

Table 1. Sample interference vector over all nodes where 0
represents if two nodes are not in interferable range and 1 if

they are in range.

Each node, as mentioned above has an interference vector
which holds details on which nodes are within range that could
cause interference upon acquiring a channel. The connecting
lines in Figure 2 represent 2 nodes being within interfering
range. For example, node 0 is within interfering range of nodes
1 and 3. For the purpose of these simulations, this table was
used for determining interferable nodes within the network. In
a real world case, each node would need to determine which
nodes are within range themselves. We implemented this in
Java, as this was the first authors main language. Although
this sufficed, future work will include implementing this on a
number of SDR’s, which would require a C implementation.

B. Results

The simulations carried out were mainly focused on dif-
ferent rates and different decreasing factors for ε, γ and λ.
We also looked at how the overall interference throughout the
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network reduced as the agents neared convergence. Finally, we
looked at using different forms of action selection strategies.

1) Experiments and final states: As discussed above, for
each independent node, it will eventually settle on a state
which would hopefully maximise spectrum usage without
causing any interference with other nodes. Simple 4-node
experiments have shown that this is the case. A sample
of some of the experiments is shown in Table 2 and have
shown good results. In each case, the output shows that the
algorithm has converged on an optimal solution that uses the
maximum amount of channels possible for each node without
causing interference.

Node0 Node1 Node2 Node3 Output
1 4 4 4 4 2,2,2,2
2 4 1 4 4 2,1,2,2
3 4 1 1 4 3,1,1,3
4 4 4 1 1 2,2,1,1
5 4 2 3 4 2,2,2,2
6 4 1 4 1 2,1,2,1

Table 2. Output of results of channel usage

The values shown in Table 2 for each experiment represent
the number of channels available for transmission for each
node. The output is the number of channels the algorithm
converged to for each node respectively. In each of these cases,
the number of channels is the maximum amount possible
without causing interference with other nodes. The channels
have also been divided equally without any communication or
passing of information.

2) ε-reduction: The speed at which the algorithm converges
on a solution depends alot on how ε is reduced. The faster
this value is reduced, the quicker the algorithm moves into
the exploitation phase. Results have shown that the faster ε is
reduced the less chance it has to explore the state-action space
in full and thus usually results in the algorithm converging
on a bad solution. Figure 3 shows sampled results of how the
interference of a single node transitions during the course of
the learning of the environment every 1000 iterations.

It can be seen that for a large amount of the iterations
at the beginning of the algorithm, the node is interfering
on all four channels available, but as it begins to transition
into the exploitation phase, this number slowly digresses and
eventually does not interfere on any channel. It has been
explained that one of the rates at which ε decreases is based
on the function:

εt = εt − (εt ÷ EstNumI) (8)

In the case above, a value of 100,000 has been set for
EstNumI , meaning that at each iteration, it will be decreased
by εt ÷ EstNumI . If EstNumI is decreased substantially,
thus causing a faster decrease in ε, the algorithm will act in a
much more erratic manner and will fail to converge on a fair
solution. Figure 4 illustrates an example where EstNumI
is set to 15000. It shows how in comparison to Figure 3,

Fig. 3. Single Cognitive Node Interference Pattern over the course of learning
environment in a 4 node 4 channel network.

the algorithm fails to reduce the number of channels it is
interfering on, and although it converges much quicker than a
higher EstNumI , each node will not acquire a fair amount of
channels, with the one below acquiring all 4 channels, causing
interference on the network with some nodes, whilst causing
other nodes to not acquire any.

Fig. 4. Single Cognitive Node Interference Pattern where the algorithm does
not converge on a good solution.

Therefore the selection of EstNumI , must be large enough
to allow an agent to traverse the state-action space enough
before reaching an exploitative phase.

3) ε-Decreasing vs. ε-Greedy: The action selection strategy
which appeared to work best was ε-Decreasing. Many of
the experiments carried out using ε-Greedy resulted in the
algorithm taking much more iterations to converge. While in
comparison to ε-Decreasing, which converged very quickly as
long as robust values were chosen for the different rates. ε-
Decreasing allowed for greater exploration at the beginning,
and greater exploitation towards convergence. This suited the
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needs of the experiments as the goal was to find an optimal
solution for channel allocation.

4) γ-Selection: How much of the future rewards the al-
gorithm takes into account during the exploration phase very
much depends on the initial selection of the discount factor, γ.
It has already been shown that Q-learning will converge with a
probability of 1, but what it converges to may not be good for
what the algorithm hopes to achieve. It has been noted that
the smaller γ is, the less the probability that the algorithm
could converge on a good solution, and usually resulted in a
number of the nodes acting in a greedy fashion while other
nodes not being able to acquire any channels. A lower bound
on the learning rate was discovered, and if it was set below this
bound, these problems would occur. As long as γ is greater
than the lower bound specified in Equation 8, the algorithm
will strive to find a long term goal as opposed to only focusing
on current goals.

γ ≥ 0.5 (9)

It was also noted that any value over this threshold made
very little difference in the both the number of the itera-
tions needed to converge and the solution that the algorithm
converged to. What is different between λ and the other
variables is that it is fixed. It does not decrease or increase
throughout the course of the algorithm. This threshold is based
on the fact that γ is a discount factor for future awards. As
this approaches zero, the less the algorithm considers future
rewards of importance. This makes each individual agent work
in a greedy fashion and only consider current rewards.

5) α-Selection (initial): The learning rate, α as discussed
earlier determines how much the algorithm takes into account
what it learns at each iteration over what it has previously
learned. In comparrison to other uses of Q-Learning, the
importance of alpha is quite low. It has been noted, through
multiple experiments, that as long as there is robust selection
for ε and γ, it does not matter what initial value is selected for
α as long as it follows the basic criteria of being decreased
appropriately through time (iterations) and in the range
0 ≤ α ≤ 1.

V. FUTURE WORK

This research is still in the early stages, and current work is
focusing on implementing such an algorithm on a number of
Software Defined Radios (SDR) to develop a working example
of how Q-Learning could be used in solving this problem.
The Maynooth Adaptable Radio System (MARS) has been
under development at NUI Maynooth’s electronic engineering
department since 2004 [9].

Current software demonstrations allow for transmission of
images using the IRiS software architecture developed at
the CTVR, Trinity College, Dublin and a large number of
waveforms using a MARS demonstration application from
a transmitter to a receiver. Implementing the Q-Learning
algorithm on the MARS boards will give us a working example
of a machine learning algorithm to this problem in a real world

Fig. 5. MARS Receiver and Transmitter Boards

environment, although there are a number of challenges to
overcome first. Currently the transmitter and receiver boards
run off separate machines, and since cognitive radios need
to be fully duplex for both scanning and receiving, there is
a need to have both boards running on the same machine.
Current work will focus on determining if the kernel will be
able to recognise both boards running concurrently.

There are also a number of improvements to be made to
the current algorithm. For example individual channels can be
included so that agents will be able to differentiate between
good channels and bad channels as opposed to whether a
number of channels to use is good or not. This would vastly
improve the performance of the algorithm in terms of avoiding
interference.

Although this is a completely independent learning algo-
rithm with no co-operation with other nodes, it may be worth
exploring what advantages some limited communication may
have between nodes. One such example could be passing
information about bad channels between nodes based on some
threshold of the Q-Values. It has been mentioned that there
is no communication between nodes, but in the real-time
implementation, there may need to be a small low bandwidth
control channel for communicating which channel a node is
going to transmit on to another node.

It may also be worth exploring how well a centralised
approach would work using the Q-Learning algorithm by
using a master-slave setup in a network. This would involve
one fat node doing much of the computation and using a
control channel to transmit channel usage information back
and forth.

VI. CONCLUSION

In this paper, we have presented a simple RL technique
for channel assignment in a network of independent cognitive
nodes. This is achieved using a self-learning scheme based
on a TD learning algorithm known as Q-Learning using a 2
dimensional state in an unknown environment. Q-Learnings
suitability to this is has been shown as it can take in unknown
situations and act upon them using its own experiences.

Simulations carried out on a 4 node network with 4
channels have shown good results in fair non-greedy channel
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assignment, so much so as to pursue implementing this
on a number of Software Defined Radios in a real time
environment with the future goal being to use this as a
benchmark to measure other machine learning algorithms
abilities to perform this task.
The most significant advantage of this implementation is how
small the memory, bandwidth and computational requirements
are in comparison to many other cognitive radio channel
assignment schemes.
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Cumulative Mobile Spectrum RSSI
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Abstract—Techniques for observing the flow of people are
creating new means for observing the dynamics between people
and the environments they pass through. This ubiquitous con-
nectivity can be observed and interpreted in real-time, through
mobile device activity patterns. Recent research into urban
analysis through the use of mobile device usage statistics has
presented a need for the collection of this data independently
from mobile network operators. In this paper we demonstrate
that by extracting cumulative received signal strength indication
(RSSI) for overall mobile device transmissions, such information
can be obtained independently from network operators. We
present preliminary results and suggest future applications for
which this collection method may be used.

Index Terms—RSSI, Erlang, human monitoring, geo-temporal
weighting.

I. Introduction

Mapping applications which present the flow of human
activities are now becoming increasingly common, one of the
main contributions to this is the vast amounts of information
made available from mobile devices. In 2007 the number of
mobile phones in Ireland numbered 5.3 million [1] while the
human population numbered 4.3 million [2]. It is quickly
becoming the norm in the developed world that mobile phone
devices are outnumbering people. The developing world too
has seen a rapid surge in mobile device numbers as mobile
networks are often easier and cheaper to install compared to
that of landline networks.

As a result of this ever expanding technology, activities that
once required a fixed location and connection can now be
achieved with higher flexibility, which enables users to act and
communicate more freely. The usage patterns obtained from
mobile device activity can enable us to model the dynamics
of human flow in modern environments [3].

The ability to detect such activity has become increasingly
important due to growing interest in the provision of loca-
tion based services (LBS). LBS researchers have developed
techniques for the detection of people in the proximity of an
area other than through examining mobile usage statistics. One
common approach is to use vision based techniques which
utilises camera surveillance systems to identify crowd numbers
and behaviour [4], [5], [6]. However, theses types of systems

invoke certain social issues with regards to privacy [7], [8].
As stated in Doyle et al. [9], the mobile phone usage statistic

commonly employed in mobile usage mapping applications
is a measure of network bandwidth used. Typically, this is
collected at a base station within a mobile operator’s network,
or by use of special software installed on mobile phones. The
metric by which this activity is measured is known as an Er-
lang. An Erlang is one person-hour of phone use, which could
represent one person talking for an hour, two people talking for
half an hour each, 30 people each speaking for two minutes,
and so on [10]. A more modern interpretation of this metric
would be to consider the quantity of digital data transferred,
regardless of the form of communication, such as voice, SMS,
and data. This method was valuable in the past due to the
restricted nature of mobile telecommunications which were
fundamentally voice-only networks. Modern networks have an
progressively diverse range of usages which do not linearly
correspond to intensity of communication. For instance text
messaging uses very little bandwidth though is an important
form of communication.

As an alternative to collecting data throughput measure-
ments, we have adopted a technique for monitoring the cu-
mulative electromagnetic energy in the frequency band of
client-side mobile phone transmissions (i.e. mobile device
to base station transmission band). By analysing these RSSI
values over time and space through a collaborative network of
sensors, we propose that results can be obtained that are of
comparable quality to the more invasive network bandwidth
metrics (Erlang). Such measurements can be easily achieved
using well known circuitry for Received Signal Strength
Indication (RSSI) [11], [12]. The information gathered is
inherently anonymous due to the absence of information
decoding. As a result, it is impossible to deduce individual
identities or phone information content from the raw data
collected and stored in the proposed system, thus avoiding
the potential ethical issues faced by both vision based and
network operator polled systems.

In the rest of this paper, we highlight the use of an energy
detecting device to monitor mobile spectrum activity for the
purpose of mapping mobile device activity. Section II gives
an overview of some related work in this field. Section III
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describes the proposal put forward by this paper. Section IV
details the experimental setup adopted to measure the temporal
RSSI data, from which useful information is extracted. Sec-
tion V presents the results of experiments carried out focusing
on the collection of RSSI mobile device data under different
scenarios. Section VI summarises the conclusions of the work
to date and outlines future directions for research.

II. Background

This section presents on overview of some work related to
the collection and analysis of human movement data. This
can be grouped into real time urban flow mapping, location
tracking and spectrum strength collection.

A. Real Time Urban Flow Mapping

The emergence of new mapping applications which present
the flux of people in an attempt to demonstrate the dynamics
of metropolitan cities highlights the recent growth and interest
relating to tracking human flow on urban scales. Over the last
few years this research area has seen steady growth with large
projects starting in European and Asian cities. The monitoring
of mobile phone usage patterns has been the major data
source used to extract the human behavioural patterns needed
for these applications. Other sources such as passive tolling
of Bluetooth devices, as well as techniques including GPS
tracking and short range tracking have been utilised in the
past but theses do not scale easily in urban environments.

Amsterdam Real Time [13] and Cityware Research
Group [14] are examples of such projects. The Amsterdam
Real Time project aimed to construct a dynamic map of
Amsterdam, Netherlands, based on trace lines produced from
the collection of GPS data relating to peoples movements.
Each person volunteered in the experiment and was equipped
with a GPS receiver. This receiver fed the GPS coordinates of
the volunteer to a central system in real time. Maps produced
were solely based on this GPS data. In the UK, the Cityware
research group supplemented the pedestrian flow data typically
gathered as part of a space syntax analysis with data on
Bluetooth devices passing through pedestrian survey gates.

To date there are two main methods for the gathering
mobile usage information: data collection at the operator level;
and through modified mobile phone software. The first area
requires the cooperation of mobile operators to provide data
on a macro level of urban areas. Graz in Real Time [15],
the Mobile Landscapes project [3], Real Time Rome [16] and
Bangkok Metropolitan Project [17] are examples of projects
which utilised this network operator data.

The Graz in Real Time project is a real time mobile phone
monitoring system based on cell phone traffic intensity, traffic
migration (hand overs) and traces of registered users as they
moved through the city of Graz.

The Mobile Landscapes project collected network usage
data in the Milan, Italy. When combined with the geograph-
ical mapping of cell areas, a graphical representation of the
intensity of urban activities and their evolution through space

and time was produced. From this they were able to detect
events such as national holidays and major sporting events.

The Real Time Rome was MIT’s SENSEable City Lab-
oratory contribution to the 10th International Architecture
Exhibition in Venice, Italy. The project was the first example
of an urban-wide real time monitoring system that collects
and processes data provided by telecommunications networks
and transportation systems. It used location data from mobile
phone subscribers provided by Telecom Italia, public buses
ran by a local transport company Atac and taxis run by the
cooperative Samarcanda.

Horanont and Shibasaki [17] presented an implementation
of mobile sensing for large-scale urban monitoring in Bangkok
Metropolitan, Thailand. They used Erlang data from Advanced
Info Service PLC (AIS), a leading mobile operator in Thailand.
They showed that large scale monitoring of clusters of Erlang
data from mobile base stations were able to provide indirect
interpretations of spatial patterns of urban life and its temporal
dynamics.

However, there are difficulties with this approach, most
notably the legal and privacy issues that prevent operators
delivering such information to outside researchers. In addition,
even with best efforts, there is no guarantee that data from
theses sources is always available, complete or accurate. Net-
work operators continually optimise their network throughout
the day, using temporary towers. This adds to the level of
uncertainty into these fixed point measurements as network
topologies become more dynamic. A more fundamental issue
arises regarding spacial accuracy as the spatial resolution of
the usage statistics is dependent on both the operators network
topology and base station hardware.

As a result approaches have emerged which aimed to ad-
dress these issues by placing embedded software applications
on the mobile devices to log data. Estonia group project [18]
and MITs Reality Mining project [19] are examples of projects
which utilise this approach.

Ahas and Mark [18] tracked the mobile phones of 300 users
for a social positioning application. They combined spatio-
temporal data from phones with demographic and attitudinal
data from surveys, creating a map of social spaces in Estonia.

MITs Reality Mining project illustrated that it was possible
to extract common behavioural patterns from the activities of
94 subjects. The subjects were issued with mobile phones pre-
installed with several pieces of software that record and sent
research data on call logs, Bluetooth devices in proximity, cell
tower IDs, application usage, and phone status. This yields
valuable, person specific results but the solution may not
be easy to scale considering the large numbers needed to
represent urban and suburban populations.

B. Mobile Phone Location Tracking

Most indoor environment based localisation research to
date has focused on the accurate localisation of objects and
people using short-range signals, such as WiFi [20], [21], [22],
Bluetooth [23], ultra sound [24], and infra-red [25]. Outdoor
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localisation is almost exclusively performed using the Global
Positioning System (GPS).

Otsason et al. [26] showed that an indoor localisation
system based on wide-area GSM fingerprints can achieve
high accuracy, and is in fact comparable to an 802.11-based
implementation. To date there are two major ways for mobile
phone locations to be tracked in mobile networks, namely
network-centric and device-centric localisation. In network-
centric systems, base stations make the measurements of
distance to a mobile phone and send the results to a cen-
tralised location at which the location of the mobile device
is calculated. In device-centric systems, the handset performs
the calculation itself on the basis of environmental information
gathered from the network. Hybrid solutions are also possible,
which try to combine the advantages of both.

The American National Standards Institute (ANSI) and
the European Telecommunications Standards Institute (ETSI)
stated that mobile positioning systems can be classified under
the following technologies: cell identification, angle of arrival,
time of arrival, enhanced observed time difference, and as-
sisted GPS [3].
• Cell identification; The available coordinates of the serv-

ing base station are associated with the mobile device.
The accuracy of the locational information depends upon
the physical topology of the network.

• Angle of arrival (AoA); The AoA method uses data from
base stations that have been augmented using arrays of
smart antennas. This allows the base station to determine
the angle of incoming radio signals, making it possible to
then determine the location of a handset by triangulating
known signal angles from at least two base stations.

• Time of arrival (ToA); Position here is determined by
triangulating the time needed for a packet to be send
from a phone to three finely synchronised base stations
and back.

• Enhanced observed time difference (E-OTD); This re-
quires handsets to be equipped with software that locally
computes location. Three or more synchronised base
stations transmit signal times to the mobile device, the
embedded software of which calculates time differences
and therefore distance from each base station making
triangulation possible.

• Assisted global positioning system (A-GPS); Here devices
use both GPS and a terrestrial cellular network to obtain
geographic positioning.

C. Spectrum Signal Strength Collection

To collect the cumulative electromagnetic energy in the
frequency range of client-side mobile phone transmissions,
one must be able to measure and quantify the energy in the
specific energy band occupied by client-side mobile phone
transmissions. This is effectively measuring the signal strength
in a specific frequency band of energy [11], a common
technique in wireless communications. To do this reliably an
energy detecting device is used which returns a received signal
strength indication (RSSI) parameter. Energy detecting devices

can easily be purchased or built. Due to such readiness in
availability, RSSI has been considered in the past as a sensing
parameter. A number of applications have provided insight into
its usefulness, both Wu et al. [27] and Stoyanova et al. [28], in
particular, describe the key issues which affect RSSI accuracy.
They are summarised as:
• The orientation of the antenna;
• Transceiver variation;
• Multipath fading and changes in environment.
Multipath fading and environment changes contribute the

main variance in RSSI data. This relates to part of the
electromagnetic energy radiated by the antenna of a transmitter
reaching a receiver by propagating through different paths.
Along these paths, interactions known as propagation mecha-
nisms may occur between the electromagnetic field and various
objects. To model theses mechanisms, propagation prediction
models have been devised to provide an accurate estimate of
the mean received power or path loss (PL) for a specified
frequency band based on geographical information about the
environment. Empirical, semi-deterministic, and deterministic
models are the main classes which describe mobile channel
characteristics [29]. As these propagation models describe how
a signal may act in a given environment, they must be used
when trying to gain insight into positions of signal sources.

In recent years cognitive radio systems [30], [31], [32] have
become increasingly viable and signal strength measurement
is a key element in the detection of primary user spectral occu-
pancy. To improve performance, they have explored a number
of techniques that can be used to address these issues, such
as collaborative sensing between multiple RSSI detectors [33],
[34]. By cross-correlation and signal processing, non-random
signals can be detected and analysed. Similar approaches can
be applied with existing transmissions to detect usage and
extract statistical patterns.

III. Proposal

Our proposal is based on the measurement of localised
cumulative strength of mobile device emissions through the
use of an RSSI sensor. We propose that this data can provide
a suitable alternative to operator obtained data. Results will
demonstrate the proposed method can capture mobile phone
activity and display the spacio-temporal patterns contained
within.

As an alternative sensing parameter, cumulative received
signal strength (RSSI) offers several advantages over network
usage data;
• RSSI data can be collected without the cooperation of

mobile operators or mobile device user.
• RSSI as a metric is independent of modulation type, so

RSSI can be used for GSM protocols and 3G protocols.
• Geo-spatial RSSI data can provide fine resolution making

it possible to localise events very accurately and quickly.
• RSSI collection hardware can easily be modified to

observe different metrics, making a network deployment
very flexible.
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However, individual sensor measurements of wideband sig-
nal strength measurements have limitations in terms of lo-
calised accuracy. This is due to limiting channel characteristics
and the inability to distinguish between a single near device
transmitting with high power and several users far away trans-
mitting with low power. The question then is how to reliably
collect this information taking into account such factors.

By adopting techniques commonly utilised in cognitive
radio systems, we propose that these accuracy issues may be
mitigated. First, by spatially and temporally weighting each
RSSI data point form a sensor with corresponding points
from other radios in the geographical area nearby, the RSSI
accuracy can be improved [33] [34]. Second, modelling the
environment with accurate models will help quantify the data
and give insight into its behaviour. Third, calibration with
respect to base station coverage will reduce effects caused by
mobile device transmission power variation. Finally, the spatial
sampling topology of the sensor network will be a dominant
factor in determining performance, particularly when variable
sensor heights are also considered. Thus methods for insuring
topology uniformity must be taken into account.

To distinguish between the RSSI signal generated by one
user near the sensor and several users further away we will
deploy a dense network topology. This will insure that spectral
energy readings from each sensor can be localised to some
degree. To localise such activity there are several possible solu-
tions. One is to localise activity based on a sensor identification
technique, similar to the cell identification used to identify a
mobile device position in a cellular network. Here the sensor
node with the associated highest RSSI value is deemed to be
the coordinate of the activity. This will however offer reduced
spatial resolution. Thus a more advanced technique, which
combines multi-sensor information, would be a more suitable
approach.

IV. ExperimentalWork
A. Experimental Setup

Our experiments were based on the measurement of
localised cumulative strength of mobile device emissions
through the use of a custom-made RSSI sensor. The main com-
ponent used to measure the RSSI intensity was a true power
detector from Analog Devices (chip part number AD8362)
paired with a single omni-directional GSM 900 antenna. The
AD8362 device returns a voltage which linearly corresponds
to the RF spectrum power passed through it. It operates with a
65dB dynamic range, ranging from -55dB to 10dB. To obtain
a measure of the performance, experiments were carried out
within a building on NUI Maynooths North Campus. The
measured performance of two such sensors were compared
to that of a spectrum analyser, the results of which can be
found in Section V.

Doyle et al. [9] described the capabilities of such a sensor
with respect to picking up different types of phone activity.
This paper highlighted the capability of such sensors for pick-
ing up even shorter bursts of mobile transmission energy with
both text message and phone call activity clearly identified. A

technique for the extraction of areas of high temporal dense
activity was also demonstrated. From this information, areas
around each hour mark of high temporal density were high-
lighted, these times coincided with the starting and finishing
times of lectures, thus demonstrating that RSSI can provide
the information needed to monitor human behaviour.

To further validate the capabilities of the sensing devices
and feature extraction methodology, we designed two experi-
ments which tested different scenarios of mobile phone activ-
ity. The focus was to test our method for geo-spatial temporal
weighted signal processing. Both experiments took place in
the foyer of the Engineering building at NUI Maynooth under
controlled conditions (no other phone activity). The result can
be seen in Section V.

• Experiment 1: Obtain RSSI measurements from a phone
call while a person is walking in a uniform direction. The
path taken is depicted in Fig. 1a.

• Experiment 2: Measure readings from a phone call while
a person is walking in a non-uniform direction. The path
taken is depicted in Fig. 1b.

Path walked while making phone call

Position Of Sensors

A

B

(a) Path taken in Experiment 1

A

B

(b) Path taken in Experiment 2

Fig. 1: Layout of sensors and path walked by a phone user
for a controlled test carried out in Engineering foyer on NUI
Maynooth’s North Campus. A and B indicate the positions of
sensors A and B respectively.

B. Processing Method

Various signal processing algorithms can be applied to assist
with extracting interesting patterns from measured mobile
phone signal strengths. Our approach has focused on a geo-
spactial temporal based scheme that identifies time periods
with interesting behaviour. One early implementation is ex-
plained in this Section. Its layout is depicted in Fig. 2.

The spectral energy, which was sampled at a rate of 2kHz,
and is denoted as s(k). The signal processing method applied
to these samples consists of four stages.

• Stage 1: Detect the presence of a mobile transmission as
governed by a cut-off threshold τ

sτ(k) =

⎧⎪⎪⎨⎪⎪⎩
0 if s(k) < τ
s(k) if s(k) ≥ τ (1)
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sG(i, j, k)

sf(k)sb(k)s (k)

s(k)
Geo-Spacial

Temporal

Weighting

Fig. 2: Signal processing performed on raw RSSI data. Feeding output back into the geo-spactial temporal weighting stage
gives an nth order weighting.

where τ in this instance is chosen to be -55dBm, the
minimum detectable level of the energy detecting chipset.

• Stage 2: Downsample the data by a factor of T , this is
done by replacing every block of T samples by its average

sb(i) =
1
T

iT∑

k=(i−1)T+1

sτ(k) (2)

where sb(i) is the downsampled data set and T is the
downsampling factor. Decimation should be application
specific. While it can trim down the noise within the
data, excessive decimation may reduce the signal of short
temporal events, such as text messages.

• Stage 3: Smooth the data using a moving average filter
(MAF) of width (2W + 1) samples

s f (i) =
1

2W + 1

i+W∑

p=(i−W)

sb(p) (3)

where s f (i) is the resulting filtered data set.

• Stage 4: Given a vector of readings from a set of n

sensors

s(k) = [s1(k), s2(k), s3(k), . . . , sn(k)] (4)

apply a geo-spatial temporal weighting using a truncated
Gaussian Kernel. Here, si(k) the sensor reading from
the i’th sensor, has an associated coordinate in space
(xi, yi) relating to the position of the sensor. To achieve
this weighting, points are calculated in space-time by
a collaborative weighting of readings taken from each
sensor node. A point in space-time sG(x, y, k) can be
calculated using,

sG(x, y, k) =
k+ j∑

p=k− j

n∑

i=1

gip(x, y, k)si(p) (5)

where gip(x, y, k) is the geo-spatial temporal weight cor-
responding to reading si(p) and 2 j + 1 is the width of
the truncating window in time. The weight gip(x, y, k) is
given by

gip(x, y, k) = gβ(x, xi)gβ(y, yi)gβ(k, p) (6)

where

gβ(u, v) = e
−
⎛⎜⎜⎜⎜⎜⎜⎝
u − v

σuβ

⎞⎟⎟⎟⎟⎟⎟⎠
2

. (7)

Here, u and v are placeholders for the corresponding
variables in Eq. 6. σu denotes the initial spreading factor
assigned to each dimension and β is a scaling factor
controlling the spread given to those points whose weight
is over the lower limiting threshold γ such that,

β =

⎧⎪⎪⎨⎪⎪⎩
1 if si(k) < γ
c if si(k) ≥ γ (8)

where c > 1. The effect of this stage is to weight each
RSSI data point from a sensor with corresponding spatial
and temporal points from other sources such that readings
that are both spatially and temporally close are amplified.

V. Results

The results shown here reflect measurements of wide band
mobile phone RSSI taken on NUI Maynooth North Cam-
pus. Fig. 4 illustrates the sensitivity comparison between a
spectrum analyser and RSSI sensors, whose architecture is
described in Section IV-A. It can be seen that the readings
from RSSI sensors, though less precise, resemble that from a
spectrum analyser.

Fig. 3 presents the measurements collected in an experiment
prior to geo-spatial temporal weighting. The experiments are
carried out to verify the ability of signal processing algorithm
to highlight the movement of mobile devices in an indoor
environment. Fig. 5 and Fig. 6 show how the geo-spatially
temporally weighted points in space may be visualised in the
form of contour maps that highlight device activity picked up.

The temporal shift of energy can clearly be observed as the
positions of the phone calls, in voice communication mode,
vary in space. Currently, a preliminary method is employed
to interpolate the data over space. This consisted of adopting
the sensor nodes positions as the centre of energy annealing
the signal as we moved further out. Note weights represented
in each contour plot are relative measures compared to that
of surrounding areas. As a result the measure of dominance
should be considered relative and not as an absolute value.

Future work will involve more advanced methods which
may take into account pre-defined information gathered from
geographical information systems (GIS) and channel models
relating to the mobile spectrum band of interest. Nevertheless,
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(a)

(c)

(b)

(d)

Position Of Test Phone Call

Position Of Sensors

Fig. 4: RSSI measurements obtained in the foyer of NUI Maynooth’s Electronic Engineering building showing the relationship
between the sensor nodes used and a spectrum analyser: (a) locations of calls made in the foyer, the positions of the sensing
nodes and spectrum analyser; (b) readings taken from a spectrum analyser; (c) readings taken from sensor A; (d) readings
taken from sensor B

Experiment 1 Experiment 2

Sensor A

Sample No.

(a) RSSI measurements obtained from sensor A

Sensor B

Sample No.

(b) RSSI measurements obtained from sensor B

Fig. 3: RSSI measurements obtained in the Engineering foyer
of NUI Maynooth for both experiments 1 and 2.

these early results suggest that localised cumulative RSSI data
could be a valuable source of information when trying to
extract flow information from mobile devices.

VI. Conclusions

This paper summarised the work being carried out in the
area of mapping mobile phone activity on urban and localised
scales. At the same time, an overview is presented on popular
localised tracking techniques and issues which relate to the
reliable measurement of mobile spectrum RSSI. Experiments

demonstrate that the detection of mobile spectrum RSSI can
provide useful information when monitoring mobile device
activity in a localised context. This information is gathered
without the cooperation of mobile network operators or users
and retains usage anonymity due to the lack of information
decoding. We presented a preliminary technique for the de-
tection and visualisation of mobile activity flow within indoor
environments.

This proposed approach could also be used to complement
traditional techniques for mapping mobile device activity. For
instance, one could use the network operator data, if available,
to model the dynamics of a city or town while localised RSSI
data, within such an urban environment, is used to observe the
dynamics of specific buildings or localised areas. Nonetheless,
our research is still in its preliminary stages, so additional
validation is needed.

For this purpose, a mobile sensor network aimed at the
collection of RSSI data is under construction. It will first be
distributed throughout the North Campus of NUI Maynooth
with a view to expanding it into the nearby South Campus
and town of Maynooth in longer term. This project will offer
an opportunity to understand some of the dynamics relating
to university student life. Moreover, focusing on temporal and
spatial patterns of mobile phone activity may shed light on
how we interact with our local environment.

We hope to address such questions as how buildings really
used on campus, how to determine where people can be found
as opposed to where they pass through and how to identify
interesting localised events as they occur in time and space.
The answers to these questions would pave the way for a
number of interesting applications. A real time map of human
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A

B

(b) Sampled at 12.5s (c) Sampled at 18.75s

(d) Sampled at 25s (e) Sampled at 31.25s

Fig. 5: Mapping of RSSI information obtained after the geo-
spatial temporal weighting process for time slot of experiment
1 in Fig. 3 at different sampling times.

flow could be produced showing the real time movements of
student population, both indoor and outdoor. The map could
provide insights to university planning authorities to decide on
the location of student services or emergency services in the
event where rapid response is required.
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Abstract—Many studies have shown that the effective harness-
ing of ICTs is critical in local, national, and global efforts to
adapt and mitigate the effects of climate change. Citizens must be
provided with accurate information about environmental issues
and should receive this through the most effective communication
channels available. In this paper we describe work in progress
in evaluating Twitter as a means of distributing environmental
information to citizens. This work will attempt to measure how
effective the Twitter medium can be in environmental awareness
campaigns for issues such as climate change by carrying out an
analysis of a regularly updated database of Twitter messages.
This work will also look to establish if users are environmental
issues through their Twitter networks.

I. INTRODUCTION

The online social network Twitter.com (http://twitter.com/)
and environmental issues such as climate change and pollution
are both inextricably linked with today’s popular culture and
mass media. In this introductory section we provide a brief
overview of both Twitter and the natural environment in order
to emphasise their individual positions in modern society,
popular culture, and the mass media. We also provide a brief
literature review of research carried out on the applications of
Twitter and its social impact.

A. Influence of Twitter

Twitter is used by millions of people around the world to
stay connected to their friends, family members and coworkers
through their computers and mobile phones. The interface
allows users to post short messages (up to 140 characters)
that can be read by any other Twitter user. Users declare the
people they are interested in following, in which case they get
notified when that person has posted a new message. A user
who is being followed by another user does not necessarily
have to reciprocate by following them back, which makes
the links of the Twitter social network directed. Zeichick
summarises Twitter as the ability to “post and follow text
messaging using a browser, special desktop applications, or
mobile applications on smartphones” [1]. He comments that
with key news media, such as the New York Times and

the Telegraph, writing frequently about Twitter we have an
indication that “it (Twitter) has passed the stage where it
is only for early adopters”. Some newspapers have begun
to publish getting started guides for Twitter such as “How
to make the most of Twitter” from The Guardian [2]. The
ubiquitous nature of Twitter is reflected in media reports
in the UK from early 2009 where proposed primary school
curriculum changes were discussed. These changes would
allow schools greater flexibility in what they teach including
plans to teach school children the fundamentals of using Web
2.0 technologies such as Twitter and Wikipedia [3].

B. Environmental Problems

Since the end of 2006 climate change has gradually become
the hot topic [4] amongst all other environment problems. A
large number of events, reports, movies, etc. for example the
Stern Review, Fourth Assessment Report of the Intergovern-
mental Panel on Climate Change [5], Conference of Parties
13 in Bali, the Live Earth Global Concert have generated
increasing media coverage on climate change issues [4]. Con-
ventional environmental awareness campaigns strongly rely
on information to change attitudes. To make climate change
communication effective, more sophisticated alternatives are
suggested, such as harnessing tools and concepts used by
brand advertisers, so as to make being climate-friendly de-
sirable rather than a duty or matter of obedience [6]. Climate
change affects every citizen at every level - local, regional,
national, and global [7]. Some authors [8] have looked at
the reporting of climate change in the mass media. Results
of this analysis[8] show that scientists tend to be associated
with an emphasis on environmental problems and causes while
politicians and special interests tend to be associated solutions
and remedies. A major European Commission survey revealed
that “pollution in towns and cities and climate change” are the
most frequently discussed environmental topics amongst EU
Citizens and this reflects the intense public discussion on these
topics[9]. Almost 57% of EU Citizens surveyed placed climate
change as the number one issue that “worried them about the
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environment’. The report states that “this further reinforces
the observation that climate change has become one of the
top concerns in the environmental debate”.

C. Users and Usage Patterns on Twitter

As we will discuss in Section II below Twitter.com pro-
vides an API to access the Twitter service. This has assisted
researchers in carrying out research on various aspects of
Twitter. Many novel applications have been developed. Twitter
has allowed professionals in the area of health-care simula-
tions [10] and education to begin “open sharing of relevant
and useful knowledge allowing the community to adapt and
evolve faster to the rapidly changing health care environment”.
The social possibilities of mobile technology in transitional
spaces such as public transport has been investigated where
researchers designed a location-based friend finder for Twitter
that displays only people in the same train as the user in
the Stockholm subway [11]. Java et. al present a taxonomy
characterising the underlying intentions users have in making
Twitter posts by aggregating the apparent intentions of users
extracted from Twitter posting data [12]. This analysis shows
that Twitter users with similar intentions connect with each
other successfully and find each other amongst the many
other millions of users. Other work [13] has gathered Twitter
posts from nearly 100, 000 users using deep searches of
the Twitter network sampled collections from the publicly
available timeline. The authors identified three distinct classes
of Twitter users. Firstly there are users who have a much larger
number of followers than they are following themselves. These
include media outlets, Hollywood stars, etc. The second group
called acquaintances are users exhibiting a certain symmetry
in their Twitter relationships - that is they follow people who
follow them. The final group is a small group who have
the common characteristics that they are following a much
larger number of people than they have followers. These are
usually people who contact everyone in the hope that they
will get a high following. Other research has investigated if
Twitter operates a form of online “word of mouth branding”
[14]. The authors analysed almost 150, 000 Tweets containing
branding comments, sentiments, and opinions. Of the 20% of
these tweets found to contain branding comments almost 50%
contained positive sentiments about certain brands. Twitter
was seen to have had an influential role in the successful
presidential campaign of Barack Obama. “On election day,
the Obama campaign used Twitter to post toll-free numbers
and texting strings for finding polling locations, connecting to
volunteer opportunities, and making contributions” [15].

II. USING THE TWITTER API

Twitter.com provides a REST API (REpresentational State
Transfer Application Programming Interface) which allows
developers to perform most tasks that users might otherwise
perform with their Twitter account using the forms on the
Twitter website. With the API developers can retrieve the last
20 tweets of the accounts the authenticated user is subscribed
to, of all unprotected users, or of a specific user. The API

provides a means for the programmatic sending and deleting
of tweets, direct messaging, friendships, notifications, account
blocking, favorite messages, etc. The REST API is relatively
easy to use from any programming language that can perform
and handle HTTP GET actions for sending URLs to a server.
For most popular programming languages developers can find
a Twitter API library allowing the sending and receiving of
tweets and performing of other Twitter-related search and
query information using the syntax and data structures of
the specific programming language. There are libraries for
the Twitter API in Java, PHP, C++, Ruby, .NET, and PERL.
To retrieve information (tweets, searches, user lookups, etc)
from Twitter one can easily use command line tools such
as wget or curl to send a specially formatted URL to
the Twitter server and receive information back in plain text
format (JSON or XML). To make use of this information it
must be parsed. This is where the Twitter API Libraries for
the programming languages mentioned above becomes very
useful. By querying the Twitter system using the Twitter API
within programming code the returned information can be
parsed, analysed, searched, stored in a database, etc. It also
provides developers with an opportunity to build in Twitter
functionality to existing web-based applications.

A. Web-based Applications using the Twitter API

Given the simplicity of the the Twitter API several web-
based applications have gained quick popularity on providing
value-added services for Twitter users. Twuffer http://www.
twuffer.com allows users to schedule tweets for a later date.
A tweet is typed into twuffer with a specified date and time
for broadcast. At the specified date and time twuffer posts
the tweet on Twitter. Twidentify http://www.twidentify.com
is a search engine for Twitter. There are 3 ways to search
using a keyword. Trend search allows tracking the popularity
of a keyword over time. The second is a basic Twitter search
of who is using the keyword in their current tweets. The
final search option is Search on influence. The results of this
search are sorted in order of users who are retweeted (directly
quoted in other tweets or conversations). This usually gives
the opportunity to see what influential people on twitter are
tweeting about your keyword search term. TwitterCounter
http://twittercounter.com/ is a user statistics application allow-
ing users to track their progress on twitter. The information
is presented in time series graphs and allows customisation of
the timeframe. Other functions includes the ability to compare
your statistics to other users.

B. Offline analysis of Twitter messages

To supply data for this research it is necessary to build up a
large corpus of Tweets. We downloaded and stored all tweets
which contained revelvant keywords: climate, environment,
climate change, etc. This corpus of Tweets is stored offline due
to restrictions placed on the Twitter API in terms of number
of server accesses per day. Figure 1 shows a flowchart of the
process of accessing Twitter messages. A PHP script sends
the appropriate HTTP GET (keyword search, user search,
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Fig. 1. Download of messages from Twitter.com using the Twitter API

Fig. 2. Entity Relationship Diagram for Message Database

trend request, public timeline) request to the Twitter server.
The Twitter server replies with XML formatted output. Each
tweet object contains the message text, information about
the author, and the timestamp of the tweet. This XML is
processed by the PHP script. The PHP script parses each tweet
message which includes reformatting of special characters
and extraction of usernames within messages and inserts the
tweet into a database. The Entity Relationship diagram for
the message database is shown in Figure 2. The Twitter API
restricts calling applications to 70 requests per hour unless
otherwise arranged with Twitter.com. For this reason we cache
the results of public timeline requests and keyword searches.
Each tweet has a unique alpha-numeric identifier. This helps to
avoid duplication of tweets within our offline database. Textual
analysis of this dynamically updated database of Twitter posts
is then performed. We are currently investigating a number of
issues which are summarised as follows:

• Investigation of temporal correlations between the use
of climate change related vocabulary during periods of
major media coverage of climate change issues and events

• Specific analysis of Twitter messages from Ireland con-
taining climate change related vocabulary. The Twitter

API provides geocoding based on a user’s location from
their Twitter profile. A circle of N kilometers is searched
centered on a (lat, long) pair.

• Analysis of the number of retweets for climate change
related issues. A retweet is when one individual copies a
tweet from someone in their network and shares it with
their network. It is acknowledged as the highest degree
of content approval on Twitter.

III. CONCLUSIONS AND FUTURE DIRECTION

In this short paper we have described research we are
currently undertaking to establish how effective Twitter could
be as a tool in environmental awareness campaigns. We looked
at the specific issue of climate change to establish if people
using Twitter were communicating about environmental issues
in their Twitter networks.

A. Future Direction of Twitter

Honey et. al [16] predicts that tools such as Twitter “will
soon come to be used in formal collaborative contexts, as
well for example in work involving distributed teams just as
instant messaging was used before”. Other researchers [17]
comment that as the new generation of scientists “grow up”
with instant messaging, blogging, Twitter, they are beginning
to explore ways to use these technologies for information
exchange and collaboration. The future direction of Twitter
is somewhat unknown with Lucky [17] stating that “we are
in the middle of something happening around us and nobody
really understands the consequences”. Twitter has come “from
nowhere to become the third most visited social networking
site in the US in just three years by allowing its users to
broadcast their thoughts, actions and news instantly” [18]. This
rise has caused Google to “admit to losing out to Twitter in
the race to meet web user demand for real-time information”.
Interestingly young adults and teenagers have not taken Twitter
seriously yet according to Internet surveys such as Nielsen Net
Survey [19]. Some research indicates that as long as teenagers
can update their online status via MySpace and Facebook for
their friends as well as Instant Messaging and SMS Texts,
Twitter doesn’t really add to the existing technology. Many
young adults are only seeing the media and business aspects
of Twitter.

B. Using Twitter Securely

We believe that as Twitter becomes more widely adopted by
citizens the issues of information and personal security using
Twitter will need to be addressed. This was also the case when
email became ubiquitous [20][21]. Some literature has begun
to appear regarding the security of Twitter. Some research
shows that many users, often willingly, “share personal iden-
tifying information about themselves but do not have a clear
idea of who accesses their private information or what portion
of it really needs to be accessed” [22]. For those organisations
who have “a business need to use Twitter then there must be
training provided on how to use Twitter in a secure manner”
[23]. The authors emphasise the need to “provide ongoing
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awareness communications about Twitter information security
and privacy issues”. Vulnerabilities in Twitter’s Javascript pro-
gramming code leaves the “microblogging service with major
holes in its security”[24]. This is expanded upon by Bradbury
who gives examples of how worms and other malicious code
could be transported around the Internet by the exchange
of links within Twitter messages[25]. For Twitter to gain
acceptance as a communication device for serious issues such
as Climate Change the authors feels that it is necessary that the
problems of the email world: spam, junk mailing, phishing, etc
are tackled aggressively and effectively. Otherwise users will
follow the same usage patterns as they use when managing
their email - only trusting a small set of users, or friends, and
deleting any material which looks dubious.

C. Public Awareness of Climate Change

Public awareness is key to making a real difference in
fighting environmental problems such as climate change [4].
However, due to ineffective communication strategies, much
effort to educate the public on climate change issues has
not translated into a great degree of concrete progress. As
outlined in [26] the authors show that the experiences of the
UK, Canada and Sweden demonstrate that climate change
communication campaigns appear to influence large numbers
of people in relatively short periods of time. These campaigns
were based on pro-social behavioral campaigns but had little
success in changing peoples habits and behaviours. Harnessing
the pro-social aspects of Twitter could prove a useful tool
in informing the public better about environmental problems.
“This is low-hanging fruit in the fight against climate change
that our society really cant afford not to harvest” [26]. We
believe that Twitter can assist in communicating information
about Climate Change. Tools such as Twitter can address “the
dichotomy of high awareness and low priority strongly related
to ineffectiveness of some environmental communications”[4].
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Abstract 
 

Unmanned airship is a new method of aerial 
photogrammetry. This paper mainly focuses on airship 
low-altitude photogrammetric flight planning and 
parameters design. It gives a series of formulas to 
calculate flight altitude, flight route and other 
photogrammetric parameters. Moreover, this paper 
discusses the solution to pseudo-ortho problems for 
high buildings. According to the relationship among 
flight altitude, building height, offset from flight 
route center and deformation, the function models are 
used to correct the deformation.  

Keywords 
unmanned airship; low-altitude photogrammetry; 

flight altitude optimal design; flight route design; 
pseudo-ortho 

1. Introduction 
 

Compared with other photogrammetric platforms, 
unmanned airship is less stable and is easy to be 
influenced by airflow. As a result, some images’ 
inclination angles are too large, with various grey 
degrees and irregular overlap. In order to overcome the 
disadvantages of unmanned airship low-altitude 
photogrammetry system, it is necessary to design 
optimal photogrammetric flight parameters based on 
the character of airship itself. Due to large orthophoto 
projection error of high buildings in the condition of 
center projection, the bottleneck of orthophoto 
production in the paper is researched on the solution to 
pseudo-ortho. 
 
2. Photogrammetric flight planning and 
parameters’ design 
 

2.1 Optimal Flight altitude design 
 

In ideal state (the ground is flat, the photo is level), 
the relationship between flight altitude and scale is 
shown in (1): 

H
f

m
=

1                               (1) 

Where, m is the denominator of photogrammetric 
scale, f is the focal length of camera, H is flight 
altitude. 

A. The first method of flight altitude optimal 
design 

Map scale leads to photogrammetric one to 
calculate flight altitude by (1). The relationship 
between map scale and photogrammetric one[1] is 
shown in Tab.1. We also calculate the corresponding 
flight altitudes for the three map scales.  

 
Tab.1 The relationship of some references 

Map 
scale 

Simulative 
photogrammetric scale 

Digital 
photogrammetric scale 

Flight 
altitude(m) 

1：500 1：2000~1：3000 1：4000 96 
1：1000 1：4000~1：6000 1：6000~1：8000 144~192 
1：2000 1：8000~1：12000 1：12000 288 

 
B. The second method of flight altitude optimal 

design 

Flight altitude relies on the ground resolution (GR) 
of digital camera. The relationship between GR and H 
[2]is shown in (2) 

rowsf
dNHGR

⋅
⋅⋅

=  or 
colsf

dNHGR
⋅

⋅⋅
=                (2) 

Where, f is the focal length of camera, H is flight 
altitude, N is pixel values in rows and columns, d is 
single pixel size.  

With (2), the optimal flight altitude in different 
scales can be designed for precision requirements.  
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2.2 Flight route planning 
 

Flight route planning is based on the formula of 
photogrammetric baseline. With the overlap degree Q, 
the image width l (the unit is pixel) and the ground 
resolution GR, the baseline b [3] is： 

b= (1－Q) × l×GR                           (3) 
A. Flight route interval optimal design 
Tab.2 shows that, for Canon 5D digital camera, ly 

(the lateral width of image) =2912. If the ground 
resolution is 0.15m and the lateral overlap degree is 
30%~50%, the lateral baseline length can be calculated 
with (3): 

 
Tab.2 Parameters of Canon 5D digital camera 

Camera 
Type  

Image array 
(pixel) 

CMOS 
(mm) 

Lens focus 
length 
(mm) 

Canon 5D 4368×2912 35.8×23.9 24 
 

b0.3=(l－0.30)×ly×GR=305.76 m   
Or 
b0.5 =(l－0.50)×ly×GR=218.4 m 

From the result, it’s known that the suitable flight 
route interval is about 200 meters, which can make 
sure that the lateral overlap degree is 30%~50%. 

B. Location of photographic station optimal 
design 

As the flight direction is X, the location of 
photographic station n is [4]:  

Xn=X1+ (n－1)×bx                       (4)  
Where, bx is calculated with (3), X1 is the location 

of the first photographic station. 
C. Image number in a flight route optimal design 

n=int(
b
L )+2                             (5) 

Where, L is the length of a whole flight route, b is 
the length of baseline in the flight direction.  
 
3. Research on pseudo-ortho problems of 
high buildings 
 

As the type of airborne photogrammetry belongs to 
center projection, the higher are the buildings, or the 
further is the airship offset from flight route center, the 
greater the projection error is. Fig. 1 shows the 
relationship among flight altitude H, building height h, 
radius vector r and projection error hδ .  

 
Fig.1 Projection error hδ  

 
With (6) we can calculate hδ : 

r
H
hh =δ                                (6) 

Where, r is the radius vector from image a to plate 
nadir point n, hδ  is projection error aa0. 

From (6), we can get two solutions to pseudo-ortho 
problems of building height: 

A. r
H
hh =δ  If flight altitude H, building height 

h and radius vector r are given, projection 
error hδ  can be calculated. Input hδ , the 
projection error i.e. pseudo-ortho deformation 
can be rectified in ERDAS software. 

B. 
h

Hhr ⋅
=

δ  If the tolerance value of projection 

error Max hδ , flight altitude H and height 
building h are given, the radius vector r can be 
calculated. Drawing a circle with the radius r, 
the deformation inside the circle is less than 
tolerable value. The orthophoto quality from 
the special part will be higher.  

 
4. Photogrammetric flight test 
 

On April 2008, the authors applied the unmanned 
airship low-altitude photogrammetry for the task of 
1:2000 photogrammetric topographic maps and 
corresponding orthophotos of Shengjian Coal Mine in 
Sanhekou City, Shandong Province, China. Total flight 
area: 16.8 km2; Ground resolution: 10.2cm; Forward 
overlap: 75%, lateral overlap: 55%. 

With the Canon 5D digital camera parameters in 
Tab.2 and flight planning formulas, the flight 
parameters are designed as follows.  

A. Flight altitude optimal design 
Wr=0.102×4368=445.5m 
Then the flight altitude is: 
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mf
dN

WH 299
8.35

5.445f
=

⋅
=

⋅
⋅

=  

B. Flight route interval optimal design 
Length of lateral baseline:  
B0.55=(l－0.55)×ly×GR 

=0.45×2912×0.102=133.66 m 
From the result, we design that the flight altitude is 

300m, the flight route interval is 133 meters, and the 
ground coverage area of every photo is 400m×300m. 
Fig.2 shows the aerial photos of “South 2” flight region 
of the coal mine. The precision of certain orientation 
points is shown in Tab.3 after aerial triangulation. 

 
The planar point mean square error: ± 0.155m, 

elevation mean square error: ±0.103m. 

 

 
Figure 2 Flight routes and aerial photos of “South 2” 

flight region  

Tab.3 The coordinate differences in stereo pair and RTK (Realtime Kinematic)  

 
The results shows that the aerial triangulation 

precision satisfies the requirement of “1:500, 1:1000, 
1:2000 topographic maps survey norms”  
 
5. Conclusion 
 

1) Before the photogrammetric flight, design the 
flight parameters with the formulas in this paper, to 
provide strict theory for flight planning. But in actual 
operation process, ground surface irregularity, flight 
off-course, image tilt and other factors must be taken 
into consideration. So flight parameters should be 
adjusted in different flight conditions.  

2) To make sure that the designed flight parameters 
are valid, flight test can be done in a small part of the 
whole survey region. By analysis of the coordinate 
differences between the measured coordinates in stereo 
pair and the corresponded RTK coordinates, the 
precision of aerial triangulation can be obtained, which 
reflects the quality of airborne photogrammetry.  

3) This paper introduces a method with function 
model to solve the pseudo-ortho problems. But it must 
be realized by perfecting the ERDAS software and 
adding the new pseudo-ortho rectification function, 

which will greatly improve the efficiency and quality 
of orthophoto production. 
 
References 
 
[1] CUI Hong-xia, LIN Zong-jian, LI Guo-zhong, and SUN 
Ying. UAVs for Generation of Digital Large-Scale 
Orthophotos, Journal, Chinese Journal of Electron Devices, 
2008, Vol.31, No.1 (in Chinese) 
[2] LIN Zongjian. The International Archives of the 
Photogrammetry, Journal, Remote Sensing and Spatial 
Information Sciences. Vol. XXXVII. Part B1. Beijing 2008 
[3] YAN Lei, DING Jie, ZHAO Shi-hu, LIAN Zhou-hui, 
GAO Peng-qi, and LIU Yue-feng. Key Technologies and 
Implementation of a Ground-based Simulation System for 
Digital Aerial Remote Sensing, Journal, Image Technology, 
2006, 1(in Chinese) 
[4] Henri Eisenbeiss. A Mini Unmanned Aerial Vehicle 
(UAV): System Overview And Image Acquisition, Journal, 
International Workshop on "Processing And Visualization 
Using High-resolution Imagery", 2004 

RTK coordinates Coordinates measured in stereo pair Coordinate differences 
Test points 

X Y Z X Y Z X Y Z 

20001 508485.452 3856682.175 35.879 508485.369 3856682.134 35.882 0.083 0.041 -0.003 

20002 508328.752 3854900.606 34.262 508328.536 3854900.571 34.366 0.216 0.035 -0.104 

20005 508338.393 3855954.610 34.423 508338.346 3855954.430 34.560 0.047 0.180 -0.137 

20006 508387.974 3856335.317 36.687 508388.124 3856335.204 36.886 -0.150 0.113 -0.199 

20012 508097.988 3856711.690 35.254 508098.095 3856711.730 35.378 -0.107 -0.040 -0.124 

standard deviation 

of overall sample        
0.133 0.075 0.064 
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Abstract— A quarter of territory in Xinjiang is covered 
with desertification landscape, and the monitoring results 
indicate that it’s still expanding with the speed of 84.5km2 
every year. The severity of desertification has become a threat 
to the sustainable development of oasis ecology and the living 
space of human. A topical research area was located in the 
northern part of Hotan Oasis. Following methods were used: 
Firstly, remote sensing data in three different time phases were 
used to classify and analyze sandy desertification of the area. 
Secondly, main factors of sandy desertification were selected 
and quantified to establish the Sandy Desertification Index 
(SDI, for short) model. Thirdly, sample points were chosen and 
data were collected based on sandy desertification types, taking 
the year of 2000 as the benchmark. The points were used to 
calculate SDI and match sandy desertification types, which 
were simulated by the changing of SDI in 1990. So the sandy 
desertification distribution map could be reconstructed by 
Interpolation Algorithm and matched with remote sensing 
image. Finally, Linear Regression model was used to predict 
main factors of sample points, and the forecast of potentially 
space evolution would be realized by the SDI, which set 2010 as 
a target. Four results were reached by the research. 1) Sandy 
desertification expanded quite obviously in the area nearly in 
past three decades, accounting for 5.98% of the total. The 
serious sandy desertification increased from 19.39 km2 to 41.86 
km2, showing the most prominent evolution. The high and 
light ones expressed mild increase and the modest one declined 
in the meanwhile. 2)  SDI model was built by seven main 
factors. The real sandy desertification types of forty sample 
points were matched with their SDI based on observational 
data in 2000, and the result showed 82.5% of the correct rate. 
3) Sandy desertification map of 1990 that built through SDI 
had a quite high degree of simulation to remote sensing image, 
with only -2.72 percent of the relative error. 4) The situation of 
sandy desertification in study area would be aggravating in 
2010 through the prediction. There would be 11.2 km2 
farmland annexed by desert, the area of serious and light 
sandy desertification would increase 19.84 km2 and 8.88 km2 
respectively. The conclusion is that the SDI of sandy 
desertification model can reasonably reflect sandy 
desertification types. We can realize the spatial-temporal 
simulation and prediction of sandy desertification evolution by 
the model. And it provides more effective and intuitive 

expression and decision support for sandy desertification 
research and prevention. 

Keywords-Sandy desertification; spatial-temporal evolution; 
SDI; simulation and prediction; Xinjiang 

I. INTRODUCTION 
As one of the important environmental problems, sandy 

desertification impacts and haunts the survival of all 
humankind and the sustainable development of society. Not 
only it threatens the entire human environment, but has 
become the barrier of global economic development and 
social stability. For current researches, such aspects as the 
types, distribution, monitoring, evaluation, prevention, trend 
forecast, movement mechanism, have been related 
worldwide [1-8]. At present, however, as one of developing 
words, there is no uniform definition of sandy desertification 
concept. The research integrates current views and defines 
sandy desertification as following: under the condition of 
sandy surface on arid, semi-arid and partly semi-humid 
areas, the fragile balance of natural ecosystem is undermined 
due to the impacts of natural factors or human activities, and 
then the land degradation gradually forms, which indicates 
by wind and landscapes of wind erosion, making the similar 
desert landscape comes into being in regions where never 
appeared before [9-12].  

Xinjiang is located in the hinterland of Eurasia, which is 
a province where there are the widest desert distribution and 
severest harm in China. And it is one of the most serious 
regions which suffer sandy desertification in the world. The 
unique terrain of two basins clipped with three mountains 
causes the dry and windy natural climate, which provides a 
congenital condition for the formation and expansion of 
sandy desertification. The area of sandy desertification in 
Xinjiang has reached 4.3×105km2, which is 25.8% of the 
total, and recently increases by an annual rate of 84.5 km2, 
according to the census data in 2000 by Forestry Survey and 
Design Institute of Xinjiang. Researches have been done 
since 1970’s. The study area mainly focus on Tarim River 
valley and southern margin of the Tarim which relate to 
desertification types, trends, causes or drivers, as well as 
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control measures and so on [13, 14]. However, it is very 
difficult to achieve expected results by purely theoretical 
expression and numerical analysis particularly for the large-
scale desertification and the slow changing process. 
Management and policy-makers need a better visual and 
simulated process for the direct support of preventing and 
controlling desertification. In this research, SDI (Sandy 
Desertification Index) model was built based on the main 
effective factors of desertification while the classification 
and analysis of desertification was done by using of remote 
sensing data. And index and types of desertification were 
matched on the basis of selecting reasonable sample points 
and the spatial-temporal evolution of the latter was expressed 
by the model. At the same time, the spatial distribution of 
particular year was constructed by Interpolation Algorithm, 
achieving the expected effect and function of simulating and 
predicting spatial-temporal evolution of desertification. For 
this aspect, most scholars only used the impact factors of 
desertification to evaluate development or genetic type, 
while it is seldom to see using the research method, which 
utilizes impact factors of desertification to build SDI model. 
And it achieves the simulation and prediction of spatial-
temporal evolution through changing SDI of desertification 
is quite few. 

An area located in the northern regions of Hotan Oasis 
where has classic sandy desertification evolution is selected 
and researched. Three remote sensing images that of MSS 
(Jul., 1973), TM (Oct., 1990) and ETM+ (Oct., 2000) data 
are calibrated and used for sandy desertification 
classification. The desertification evolution is analyzed over 
the past three decades. The SDI model is constructed by the 
main effective factors based on sample points’ data of 2000, 
and the desertification types of those points are analyzed 
according to the correlation between desertification types 
and their SDI. The types’ statuses are simulated in 1990. 
Furthermore, spatial-temporal distribution of sandy 
desertification in study area is simulated by Interpolation 
Algorithm based on GIS software. The result shows a better 
effect with -2.72 percent relative errors after compared with 
remote sensing data. And for this reason, the data of sample 
points in 2010 are predicted based on relevant models, and 
so spatial-temporal distribution of desertification is realized. 
The results indicate that the situation is more and more 
serious in study area. There will be large area of farmland 
turns to desert, and the light and serious desertification 
expands substantially, so the control works are imminent. 

II. ANALYSIS OF SANDY DESERTIFICATION CHANGE IN 
STDUY AREA 

A. Overview of the study area 
The oasis located in the southern margin of the Tarim 

Basin is one of the most affected areas with sandy 
desertification in Xinjiang. And Hotan Oasis has the severest 
threats because of the Taklimakan Desert’s expansion, which 
becomes the poorest region in Xinjiang as far as to the whole 
country [15]. In view of these reasons, an area that in the 
northern of Hotan is chosen for research, where is 37°05’～
37°11’N, 79°59’ ～ 80°06’E. The area is located in the 

junction of desert and oasis with all types of desertification, 
which gives a good representation. It has 400 (Row) ×400 
(Line) elements and its real area is 144km2, with 1353m 
altitude, 14.8 temperature, 23.8mm rainfall and 2.1m/s wind 
speed (data of 2007). 

B. Remote sensing image process and analysis 
MSS (Jul., 1973), TM (Oct., 1990) and ETM+ (Oct., 

2000) data are used to geometric and radiometric correction 
by ENVI, combined with topographic map and other data. 
The coordinates of study area are treated as the basis for 
clipping image to ensure the consistency of images. The area 
is classified into different types on the basis of their image 
characters and interpretation keys, as well as the indicators 
system of land classification. And the standard of image 
interpretation is shown in table Ⅰ. The sandy desertification 
lands are divided into the light, modest, high and serious 
ones, based on the classification standard provided by the 
Federal Agriculture Organization (FAO, for short) and the 
United Nations Environment Program (UNEP, for short) 
[16-18].  

There are complex lands in study area with both 
desertification and non-desertification ones, such as 
farmland, woodland, settlements and so on. In order to 
highlight the focus of this research, the desertification lands 
are classified minutely and the non-desertification ones 
combined into farmland. Classification results are shown in 
figure 1. 

C. Change analysis of sandy desertification in study area 
The spatial - temporal evolution of the research area in 

past 30 years are identified and analyzed based on 
discriminated standard of sandy desertification types, so the 
statistics of sandy desertification area for different types and 
periods can be obtained easily by built-in statistical functions 
of ENVI (Table Ⅱ). 

The Shift Degree (SD, for short) is introduced to show 
the changing of different sandy desertification types’ area 
more intuitively, which refers to the changes of sandy 
desertification in a time unit. One year is put as the time unit 
in this study because sandy desertification is a slow process. 
That is, SD is annual growth rate and is expressed by the 
formulary as follows: 

%1001A
SD ××

−
=

TA
A

i

ij                           (1) 

In formula (1), Ai means initial areas of desertification 
lands and Aj expresses final areas, T shows time interval [19-
21]. The total SD of study area is 2.64% from 1973 to 1990, 
which can spot from table Ⅲ. The serious desertification has 
largest SD, arriving 6.13%. The second one is high 
desertification with 2.68% declines, but light and modest 
ones’ are quite little. So it can be seen that the light, modest 
and high desertification have different degrees of reduction, 
and the reduced area have turned to be serious one. Between 
1990 and 2000, the overall SD is 2.69%, which has slighter 
increase than 20 years ago. The SD of light desertification 
become larger with 2.59%, and the follows are modest, high 
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and serious ones in turn. Overall, the desert land increased 
from 91.59 km2 to 100.10 km2 in past nearly three decades, 
accounting for 5.91% of total area. The serious 
desertification shows the most obvious increase and the 
modest one reduces quite apparently. Modest desertification 
translates into serious one with large areas as a result of 
people’s negligence to desertification, as well as overgrazing 
and reclaiming continuously.  

III. SDI MODEL CONSTRUCTION 

A. Effective factors selection of sandy desertification 
Sandy desertification in Xinjiang has various reasons, 

which can be divided into two groups, natural group and 
cultural one. The desertification process is exacerbated by 
their interaction effects. Land surface with loose sand, arid 
climate and sparse vegetation leads to the weak ecosystem, 
which provides congenitally material basis and driving force 
for the occurrence and development of sandy desertification. 
Therefore, factors of wind speed, temperature and 
precipitation and vegetation of surface are the essential 
elements in process of sandy desertification. The annual 
wind speed, annual temperature, annual precipitation and 
vegetation coverage are used to express the factors above, 
taking one year as the time unit. 

At the same time, the formation of sandy desertification 
in Xinjiang also has substantial connection with intensity and 
scale of socioeconomic human activities based on many 
studies. Yudong Song [15] said “Sandy desertification 
caused by unreasonable reclamation and utilization of water 
resources takes up 85% of all”. Variety of excessively 
economic activities that result from population and livestock 
pressure are the main triggered factors of sandy 
desertification, and the population density and grazing 
capacity are used for represent them in this research. On the 
other hand, the degree of sandy desertification is also related 
to social economy, which represents the exponential increase 
with the level of economic development. It is expressed by 
the index of Net Revenue of Per Capita (NRPC, for short). 

B. Quantification and classification of effective factors 
Selected factors are annual wind speed, annual 

temperature, annual precipitation, vegetation coverage, 
population density, grazing capacity and NRPC. Their 
classification standard is proposed according to what was 
provided by FAO and UNEP in 1984, combining of internal 
research results and observed data over the years of study 
area. All the factors are divided into light, modest, high and 
serious types according to their values with reference to the 
classification of sandy desertification (Table Ⅳ) [22-24]. 

C. SDI model construction 
SDI is the quantization of sandy desertification types in 

some study area or point. The model is constructed through 
intensity index values of desertification effective factors and 
their weight coefficients. In formula (2), η means adjustment 
coefficient, Wi expresses weight coefficient of factor i and Fi 
shows its intensity index, N is used to indicate number of 
factors, which is five in this study. 

∑
=

••=
N

i
iiW

1
FSDI η                           (2) 

 Reasons of using adjustment coefficient: There are other 
types of land except sandy desertification, such as farmland 
and woodland, which have high vegetation coverage as non-
desertification land. For the performance of a more 
comprehensive type of land without detailed analysis for 
non-desertification,   vegetation coverage is treated as the 
basis of discrimination. So the value of η is 0 when the 
vegetation coverage is more than 90%, otherwise 1. 

The value field of intensity index Fi is [0, 1] for the 
calculation advantage. So different factors can identify their 
relevant intensity index by the classification standard shown 
in table Ⅳ, and their specific value can be obtained through 
interpolation method.  

Commonly used methods for weight coefficient are 
Analytic Hierarchy Process, Delphi, and so on. They are 
intervened with subjective factors more or less, which make 
the results less scientific. Principal component analysis is 
introduced in this study based on statistical principle. The 
weight coefficient is shown by the proportion that each 
factor’s eigenvalue of the total in the correlation matrix. 
Standardized method (z- score) is used to correlation matrix 
and eigenvalue calculation based on data of the factors 
during 1973 to 2000. The result is as follows through SPSS 
(Table Ⅴ) [25]. 

IV. SPATIAL-TEMPORAL SIMULATION OF SANDY 
DESERTIFICATION EVOLUTION 

A. Sample points selection and data acquisition 
Sample points should be selected from different land 

types as full as possible, which are light, modest, high, and 
serious and non-desertification area, combined with residents 
and livestock activities, vegetation types and distribution, 
and so on, according to distribution of desertification types 
and observation data in 2000. There are forty points in study 
area, eight ones in each land types.  At the same time, sample 
points’ areas choose 30×30 m totally, which can convenient 
for the resolution of remote sensing image. One method of 
averaging different data which observed by many times 
according to the characteristics of seasonal variation is used 
to ensure the effective factors’ data more rationally and 
objectively, under the condition of not doing continuous 
observation.  

B. SDI calculation and type discrimination 
The value field of SDI model is [0, 1], which can be 

calculated by that of its parameters. Doing different 
calculation to the SDI value field, and then, relationships 
between them and sandy desertification types will come true 
based on the standard provided by FAO and UNEP, and real 
situation of study area (Table Ⅵ).  

According to the relationship between SDI model and 
desertification types, sample points are treated with SDI 
calculation and sandy desertification type discrimination, and 
compared with the real situation. Result is shown in table Ⅶ. 
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There are forty points be selected and disposed, seven of 
which are wrong. The accuracy rate is 82.5% and it can meet 
research requirement. There are both lenient and overweight 
results among the error points. They are just between 
adjacent levels but not with skip-level ones. For a further 
step, data of SDI for those error points are almost in the 
brink of two types, which mainly caused by a little bigger or 
smaller data of some factor. It is indicated that the 
relationship between SDI and desertification types should 
need for further amendment. But it has reached the standard 
of this study due to the high discrimination rate.   

C. Spatial-temporal simulation of sandy desertification 
evolution 

Linear regression model and moving average model 
which are used to project their value in 1990 based on annual 
data sets from 1973 to 2000 and points’ data in 2000 due to 
the limitation of effective factors’ data for sample points. 
The SDI is calculated and sandy desertification is inverted of 
each point, and then interpolation method is used to simulate 
desertification distribution in design year, under the support 
of computing and image analysis functions of GIS (Figure 
2a). 

Statistical results of comparing the simulation with 
remote sensing image (Figure 1b) can be seen from table Ⅷ 
that light desertification shows biggest error with 13.90%, 
which mainly due to the selected points can not reflect slight 
smaller regions of light desertification in farmland. The 
relative errors of modest and high desertification are -
10.04% and -6.64% respectively, performing smaller 
simulation area. However, the serious one shows bigger area 
than that of remote sensing image. It can be seen from both 
images that partly modest and high desertification are 
distinguished as the serious ones in northeast region of study 
area, mainly because of the limitations of points selection 
and interpolation method. In a word, the relative error is -
2.72%, which means that the correct simulation of the total 
desertification area is 97.28%, showing a better simulation 
result. 

V. SPATIAL-TEMPORAL PREDICTION OF SANDY 
DESERTIFICATION EVOLUTION 

According to data characters of sample points in 2000, 
three methods that linear regression model, multiple 
regression model and time series model are used to predict 
the effective factors data of points in 2010, combined with 
observation of 35 years from 1973 to 2007 (Figure 3). So 
spatial-temporal of sandy desertification evolution can be 
obtained in the target year, which is expressed in figure 2(b). 

The area of sandy desertification increase significantly in 
2010, compared to 2000 based on the analysis of simulated 
status. There are large areas of light desertification in 
farmland, partly of which even turns to be modest or high 
ones, and the boundary of farmland moves inside apparently.  
The areas of various desertification types calculated in 2010 
are as follows: light one 20.47km2, modest one 9.12 km2, 
high one 20.03 km2 and serious one 61.70 km2, a total of 
111.33 km2, which is 77.32 percent of study area. It can be 
seen that there are 11.2 km2 farmland ate up by desert and 

serious desertification land increased by 13.8%, mostly come 
from modest and high ones.  Overall, the growth rate of 
desertification after 2000 is more serious than before, which 
shows imminent management for sandy desertification in 
study area. 

VI. CONCLUSION AND DISCUSSION 
Research of desertification started in 1977, when the 

United Nations Conference on Desertification (UNCOD) 
was held in Nairobi, Kenya. And after that, the concept of 
"sandy desertification" was put forward for the first time in 
China. Based on existing research results, that is, the main 
effective factors of desertification, SDI model is established 
and combined with classification standard of desertification 
types. The function of expressing the latter changes through 
that of the former will come true, so as to the reconstruction 
and prediction of spatial-temporal of sandy desertification 
evolution. The results are as follows: Firstly, SDI model 
established by main effective factors can correspond to the 
types of desertification well ， and the simulation and 
prediction of spatial-temporal of desertification evolution are 
carried out through changes of SDI. Secondly, there will be a 
phenomenon of significant desertification expansion in 
research area in next few years, and even more serious than 
before, if current land development patterns and policies are 
maintained all the same. So it is necessary to take remedial 
measures as soon as possible. 

There is a certain lack in this research. The first one is the 
fewer selected sample points. There are no full points in the 
area and the representation of data is not enough because of 
the limited personnel and equipment constraints. Secondly, 
the data of effective factors failed to be observed and 
obtained continuously, resulting in incompletely correct rate 
in discriminating the type of desertification, and even not 
providing a better support for the possible prediction of the 
development. The man-machine data acquisition and 
wireless remote transmission used in further research can 
make up for these deficiencies quite well. 
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TABLE I.  REMOTE SENSING IMAGE CHARACTERS OF SANDY DESERTIFICATION LANDS 

Sandy Desertification Types Image Characters Other Characters 
Light  Massive and do not has rules, light red There are red dots among light red region 
Modest Lumpy and do not has rules, pink Uneven ground with sand distribution  
High  Irregular patches, brown-yellow Clear sand dunes and have brushwood dots 
Serious Broad distribution, brown-yellow Apparent landform of sand dunes and ridges 

TABLE II.  STATISTICS OF DIFFERENT TYPES OF SANDY DESERTIFICATION A  

Light Modest High  Serious Total  Year Area Percent Area Percent Area Percent Area Percent Area Percent 
1973 10.01 6.95 31.50 21.88 30.69 21.31 19.39 13.46 91.59 63.60 
1990 9.21 6.39 17.14 11.91 28.93 20.09 39.58 27.49 94.86 65.87 
2000 11.59 8.05 14.29 9.92 32.36 22.47 41.86 29.07 100.10 69.52 

A. Units: area km2, percent %. 
 
 
 
 

94



TABLE III.  SPREADING RATES OF SANDY DESERTIFICATION LANDS DURING DIFFERENT PERIODS IN RESEARCH AREA 

Shift Degree/% Period Light Modest High  Serious Total  
1973-1990 -0.47 -2.68 -0.34 6.13 2.64 
1990-2000 2.59 -1.66 1.19 0.58 2.69 

TABLE IV.  CLASSIFICATION STANDARDS OF MAIN EFFECTIVE FACTORS OF SANDY DESERTIFICATION 

Effective factors Light Modest High  Serious 
Annual wind speed (m/s) ﹤2.6 2.6～4.6 4.6～5.9 ﹥5.9 
Annual temperature ( )℃  ﹤10.0 10.0～12.5 12.5～15.0 ﹥15.0 
Annual precipitation (mm) ﹥80.0 80.0～55.0 55.0～15.0 ﹤15.0 
Vegetation coverage (%) ﹥50.0 50.0～30.0 30.0～10.0 ﹤10.0 
Population density (person/km2) ﹤20.0 20.0～40.0 40.0～60.0 ﹥60.0 
Grazing capacity (sheep unit/ km2) ﹤58.5 58.5～91.6 91.6～137.4 ﹥137.4 
NRPC (Yuan) ﹤450 450～700 700～1100 ﹥1100 
Intensity index 0.25 0.25～0.625 0.625～1.00 1.00 

TABLE V.  CORRELATION MATRIX OF COMPONENT 

Component Annual 
Wind Speed 

Annual 
Temp. 

Annual 
Precipitation 

Vegetation 
Coverage 

Population 
Density 

Grazing 
Capacity NRPC 

Annual wind speed 1.000 0.116 -0.402 0.571 -0.428 -0.560 -0.359 
Annual temperature 0.116 1.000 -0.205 -0.425 0.500 0.412 0.494 
Annual precipitation -0.402 -0.205 1.000 -0.205 0.133 0.179 0.095 
Vegetation coverage 0.571 -0.425 -0.205 1.000 -0.982 -.964 -0.950 
Population density -0.428 0.500 0.133 -0.982 1.000 0.934 0.972 
Grazing capacity -0.560 0.412 0.179 -0.964 0.934 1.000 0.944 
NRPC -0.359 0.494 0.095 -0.950 0.972 0.944 1.000 
Eigenvalue 0.059 0.019 0.003 4.412 1.496 0.618 0.394 
Weight coefficient 0.0084 0.0027 0.0004 0.6302 0.2137 0.0883 0.0563 

TABLE VI.  CORRESPONDING STANDARDS OF SANDY DESERTIFICATION INDEX TO ITS TYPE 

Sandy Desertification Type Light Modest High  Serious 
Sandy desertification index 0.0～0.25 0.25～0.50 0.50～0.75 0.75～1.00 

TABLE VII.  DISCRIMINATION RESULT OF SANDY DESERTIFICATION TYPE 

Points SDI Distinguishable Type Real Type  Points SDI Distinguishable Type Real Type 
1 0.83 serious serious  21 0.22 light light 
2 0.79 serious serious  22 0.42 modest modest 
3 0.76 serious serious  23 0.80 serious serious 
4 0.64 high high  24 0.00 farmland farmland 
5 0.24 light modest  25 0.31 modest modest 
6 0.53 modest modest  26 0.24 light modest 
7 0.13 light light  27 0.18 light light 
8 0.21 light light  28 0.08 light farmland 
9 0.10 light light  29 0.78 serious serious 
10 0.00 farmland farmland  30 0.78 serious high 
11 0.00 farmland farmland  31 0.28 modest modest 
12 0.63 high high  32 0.27 modest modest 
13 0.77 serious serious  33 0.00 farmland farmland 
14 0.54 high modest  34 0.00 farmland farmland 
15 0.63 high high  35 0.10 light light 
16 0.76 serious high  36 0.55 high high 
17 0.63 high high  37 0.26 modest light 
18 0.00 farmland farmland  38 0.23 light light 
19 0.30 modest modest  39 0.56 high high 
20 0.00 farmland farmland  40 0.79 serious serious 

TABLE VIII.  ERROR ANALYSIS OF SANDY DESERTIFICATION SIMULATION 

Sandy Desertification Types Light Modest High  Serious Total  
simulication/km2 7.93 15.42 27.01 41.92 92.28 
Remote sensing/km2 9.21 17.14 28.93 39.58 94.86 
error rate/% -13.90 -10.04 -6.64 5.1 -2.72 

95



   
(a) 1973                                                                        (b) 1990                                                                      (c) 2000 

Figure 1. Spatial - temporal change of sandy desertification lands during past nearly 30 years in research area 

        
(a)  Simulation of sandy desertification in 1990                          (b) Forecast of sandy desertification in 2010 

Figure 2. Simulation and forecast of the sandy desertification  

 
Figure 3. Effective factors data of research area from 1973 to 2007 
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Abstract-Supervisory Control And Data Acquisition (SCADA) 
system is extensively used in power systems specifically for 
monitoring different power parameters, operating and 
controlling power electronics as well as other high voltage 
elements, for example breakers tripping or constant data 
procurement form current, voltage or power transformers. 
SCADA system failure can be an effect of inevitable 
consequences which include equipment damage, customer load 
losses even life losses. Dhaka Power Distribution Company Ltd. 
(DPDC) former DESA has been using SCADA over a decade 
which was developed by ABB. After its introduction in DPDC, 
the SCADA system hardly had any performance upgrade. At 
present the entire SCADA system is observing many problems 
that are rendering the whole structure obsolete. At the early 
stage ABB came across some limitations which later on were 
solved in such a way that may not convene the time precision 
that present technological development demands. ABB used 
soft real time operating system UNIX. This OS usually 
responses with high latency which sometimes caused some 
remote power elements (breakers) to fail in certain time frame. 
The communication structure is based on microwave links 
which certainly has some shortcomings in terms of SCADA 
security.  Evaluating these consequences, this paper presents 
some draw backs of current DPDC, SCADA system and 
proposed Hard RT Linux as an operating.  
 
Key words: Hard real-time, Soft real-time, PID tuning, SCADA, 
RT-Linux, RTU. 

1 INTRODUCTION 

SCADA refers to a system that accumulates data from 
different sensors at feeders, relays or in other remote 
locations and then propels this data to a central computer 
which then controls those elements according to constricted 
instruction based on the procured data. System analysis in 
this paper will be concentrated on former DESA SCADA 
system which has currently been reformed as Dhaka Power 
Distribution Company Ltd (DPDC) SCADA system. The 
control capability that SCADA systems provide is essential 
for the safe and efficient operation of our electric power 
grids.  
 

The system-wide monitoring and control functions 
provided by such systems may contain slight shortcoming 
which makes the entire system less effective where strict 
time accuracy is in concern. SCADA systems are used in 
power systems to monitor, operate and control generation, 
transformer, and switching and load stations [1,2,3,5,18]. 
Such control can he automatic or manually initiated by 
operator commands. A typical SCADA system consists of 

three main components, namely, remote terminal unit 
(RTU), master control and telecommunication network. The 
failure of any of these components may disable the entire 
system. The master control however, takes part in 
controlling the entire network which expectedly should be 
much more compact with advanced equipments and as a 
same time highly sensitive with respect to time to be more 
efficient in sending instructions to its target. 
 

The operating system using by SCADA is UNIX, DEC 
OSF/1, which is a soft RT operating system and can be 
replaced by hard RTOS for example RT Linux to ensure 
time criticalness in every possible measure. This paper will 
demonstrate how maximum delay time can be recuperated 
and confined the desired loop iteration time by integrating 
RTOS as DPDC SCADA operating system. In section 2 the 
formation of DPDC SCADA control system communication 
is described followed by section 3 where the method of 
SCADA protection is explained in brief. After that in 
section 4, the structure of SCADA hardware is given and in 
section 5 the SCADA software will be described with an 
experimental presentation of breaker operation in a 
subsection 5.1.  In section 6 the hard real-time operating 
system is explained with one subsection 6.1 about real-time 
Linux and under section 7, related works on RT Linux at 
BRAC University is explained elaborate including result 
from the laboratory test with few subsections. The proposal 
for Hard RTOS for DPDC SCADA is provided in section 8.  

2 SCADA, DHAKA POWER DISTRIBUTION COMPANY                              
LTD 

Electric network management is a unique and proven 
system, which after being introduced by former Dhaka 
Electric Supply Authority (DESA) back in 1995, has saved 
some Tk 2/3 crore every month [8]. Bangladesh can save 
crore of taka in the power sector by adopting a new system 
which will also improve quality and security of power 
distribution. SCADA system gives a overview of the 
network and update view of voltage levels and equipment 
states making them instantly aware from anything 
happening over a wide area, like spider in centre of a web. 
Such a control centre enables to operate to have a window 
into electrical network through computer station. In the 
greater Dhaka power communication network of SCADA, 
the Remote Terminal Unit (RTU) is located with quite a 
distance from master control unit and communication is 
established by microwave wireless communication. 
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One major wireless communication ring was developed 
by five cells connecting with one SCADA ‘Master 
Control’ (Dhanmondi CC). The five cells New MirpurCL-
2(2/2), Tongi2CL-5(2/2), NarsingdiCL-3(2/3), BultaCL-
3(3/3), and FatullaCL-7 (2/2) are involved with the signal 
relaying to the different sub cells or RTUs. The sub cells 
receive signals to execute the power elements. These sub 
cells are not in the communication ring and only can send 
the acknowledgment to the master control through the 
relay or transponders. The RTU adjacent to the base 
stations are connected with Ultra High Frequency (UHF) 
communication and some cases with the pilot cable.  

3 SCADA PROTECTIVE SCHEME 

Power systems are operating close to their design limits. 
These operating conditions leave little room for error in 
the protection and control systems. The pre-eminent 
approach to preserve the transient stability of the power 
grid High-speed is the fault clearing protection and 
control systems. These high-speed tripping schemes are 
called pilot protection because they utilize end-to-end 
communications to provide high-speed, simultaneous fault 
clearing or termination. Remote terminal(s)   systems 
must receive a signal from master control to issue a local 
tripping signal. In case of DPDC (former DESA) 
SCADA, the microwave communication is in primary 
concern although applicable communications channels 
include audio tone, microwave, fibre optic, and spread 
spectrum radio. These schemes exchange a minimum of 
one information bit. Unlike blocking schemes, precise 
signal or message timing is usually not critical. The more 
time it takes for a relay at one end to receive notification 
that the remote terminal relay also senses a forward fault, 
the longer the tripping time. A slightly delayed trip during 
an internal fault does not comprise a disoperation. It is 
accepted that a failure to receive a valid tripping signal 
can result in a failure to operate at high-speed for an 
internal fault [9]. But at the same time this should be 
taken into the account that sharp time response can 
improve the efficiency of the system. 

4 SCADA HARDWARE STRUCTURE 

The ABB SCADA system consists of a series of servers, 
consoles, and networking components to build a hardware 
platform on which to install the ABB Energy 
Management Software suite. There is a central processing 
server which provides the central core for the SCADA 
system and includes database management, centralized 
communications, and other critical SCADA functions. 
The Central Processing server consists of a Compaq 
Alpha server running Tru64 release 5.1b. Disk storage is 
provided with six disk drives. A backup for these drives is 
provided in a split SCSI bus cage with 12 disk drives. 
Each set of six disk drives can be used as the primary 
drive system during boot. This allows a fully configured 
and functional backup copy of the central processing 
server to be available should testing crash the primary 
system.  
 

The Real-time Database and Communications server 
consists of a Compaq Alpha server running Tru64 release 
5.1b. Disk storage is provided by two disk drives acting as 
a primary and secondary drive. The primary drive is 
mirrored via a manually run script to the secondary drive. 
The consoles provide the Human Machine Interface 
(HMI) for the ABB SCADA/EMS system. In a typical 
system, there are many consoles, each providing control, 
analysis, and/or monitoring functions for the ABB system. 
All PCs on this system are HP Workstations with Xeon 
processors running Windows XP Professional. Disk 
storage is provided by a single disk drive. The NVIDIA 
Quadro NVS graphics system is capable of driving up to 
four computer displays.  

5 SCADA SOFTWARE STRUCTURE 

Digital Equipment Corporation (DEC) developed a new 
UNIX implementation based on the OSF/1 specification. 
Digital UNIX was formerly called DEC OSF/1It was 
initially marketed as DEC OSF/1[14]; DEC renamed the 
new operating system Digital UNIX, and then Tru64 
UNIX when Compaq acquired the company. It is a 64-bit 
operating system for workstations and servers equipped 
with the Alpha processor [4]. Though it is fully System V-
compliant, for both the user and administrator, it behaves 
more like a BSD system. On server type Digital 
AlphaStation 400 4/233 of server 6 and server 7 is 
dedicated as Application Servers of DPDC SCADA 
which is compatible with OSF/1 Rev 3.2 comprising 
different sort of application software for example DEC, 
(OSF-BASE, OSF-USR etc) and For Database 
architecture Data Engineering Tool is installed in Dhaka1 
server comprising of Oracls7.1.3.2.1for DEC OSF/1 3.0, 
RDBMS 7.1.3.2.1 etc.  In terms of Human Machine 
Interface (HMI) servers (WS400 Workstation) allocated 
for dhaka2, dhaka3, dhaka4 and dhaka5 (remote 
workstation, LDC) where different HMI software are 
installed [20]. 

 
SCADA may needs to operate more than one 

RTU of different substations in same time. To preserve 
their temporal behavior command applications require 
that the underlying systems provide soft real time Quality 
of Service QoS Guarantees. In the current DPDC SCADA 
operating system (UNIX DEC OSF/1) multi user, multi 
process and time sharing (TS) environment these 
applications do not perform well when they are scheduled 
concomitantly with the traditional non RT applications 
such as text editors compilers or computation intensive 
tasks.  The real time RT applications also do not perform 
well when other RT applications are scheduled 
concomitantly. Untimely scheduling of processes is 
partially responsible for this kind of adverse phenomenon 
rather than insufficient CPU capacity. One potential 
solution for this problem is to serve RT application in 
UNIX environment is to dedicate the entire system to 
serve only one RT application. This involves blocking 
services to all other RT or non RT applications and users. 
This solution avoids the potential scheduling problem and 
it also defeats the UNIX environment goals of supporting 
multi user multi process and time sharing properties [17]. 
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Therefore, this solution is not feasible in the UNIX 
environment. 
 
5.1   Breaker Operation of DPDC SCADA 
   DPDC SCADA system in kataban, we conducted an 
experiment on breaker operation located quite a distance 
from master control. Remote Terminal Units (RTU) are 
designed to respond with the command given from the 
master control, provided the breakers are in automatic 
mood. If the breakers are set to manual condition, the 
master control of SCADA system does not have any hold 
on any of these RTUs or breakers in any circumstance. 
Since SCADA is a very sophisticated decentralized 
electrical control system we were not allowed to operate 
the breakers in extensive measure. We collected few 
breaker operational data which have been done on 
schedule. Master control operates few two breakers in 
Jigatala and other breakers from Kollyanpur substation. In 
each case breakers were tripped in different time period. It 
is to be noticed that the communication delay should be 
considered identical as we operated breakers located in 
two different substations not more than 30 Km apart from 
Dhanmondi CC. In case of any communication time 
deviation from the time taken by the communication 
system, we can neglect the delay in this regard because of 
microwave communication. 
 

SCADA use to operate several breakers each day 
which are centrally controlled by Dhanmondi master 
control keeping all the records of tripping data on an event 
list. We procured few of those data which have been 
given in Table5.1 where all mentioned tripping timing 
was from two substations, Kollyanpur substation and 
Jhigatala substation. On the Table 5.1 the procured 
tripping data from DPDC SCADA is presented. 

 
TABLE 5.1: BREAKER OPERATIONAL DELAY ANALYSIS 

 

 
 
At Kollyanpur substation for example, a breaker was 
commanded to trip at 21: 15: 26 which responded after 
1000ms giving the tripping time at the event list 21: 15: 
27. However, the desired loop time is to be mentioned as 

2000 ms which we found on following day’s event list. 
Master control sent a command to same substation to trip 
a breaker at 14: 17: 54 which was executed 2000ms later 
at 14: 17: 56. The same case we found as a majority 
except two deviations. We located two large time delay 
interims of breaker operational timing   when the master 
control operated a breaker in Jhigatala in time of 11 hr 49 
min and 59 sec (11:49:59) and the breaker was tripped at 
11 hr 50 min and 15 sec (11:50:15) which indicates the 
operational time delay is 16 millisecond. In second case a 
dummy breaker of Jhigatala substation was operated at 
15:00:43 and tripped at 15:00:50 giving operational time 
delay 7ms. The graphical presentation of the breaker 
operational time delay fluctuation is given in graph 5.1. 
 

 
 

Graph 5.1: Breaker Operational Loop Iteration of DPDC SCADA 
 
The in figure 5.1 shows the block diagram of SCADA 
system where the SCADA server end consists of Compaq 
Alpha server and UNIX operating system. The Remote 
Terminal Unit (RTU) end is having data acquisition and 
interfacing units like marshalling and data conversion 
blocks. The next block is the communication where all the 
modulation and demodulation take place before 
transmitting and receiving signals respectively. After 
transmitting any command signal it reflects back from the 
receiving substations with acknowledgment. In this 
experiment the time taken by the receiving ends are not 
prime concern.  This research rather concentrate with the 
time taken by the SCADA master control and the process 
of restrict the breaker tripping loop iteration within 
desired time. The block diagram indicates the delay time 
taken by the six different blocks, SCADA server delay 
server transmitter and receiving data acquisition card time 
delay τDAC and the both transmitter and receiving end 
communication delay refers to τCom and in the receiving 
end the circuit breaker delay τCB. Since the communication 
system is using microwave, the delay regarding this can 
be negligible. The data acquisition card at RTU takes 
reasonable amount of time and it could be improved by 
increasing the pulse frequency of digital to analog 
converter or analog to digital converter.  
 

Analyzing the nature of the time delay, the entire 
tripping loop iteration or in the other way the minimum 
desired loop time includes 2 * (τServer + τDAC + τCom) .  
These six parameters cumulatively give the time delay of  
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Fig. 5.1: Block Diagram of DPDC SCADA Communication between Server & Client 
 

approximately 2000 ms and most of the time delay takes 
place from our findings in SCADA server end which is 
about 1500 ms. Breaker operational Time fluctuations occur 
due to multitasking operation and running other software for 
different applications. On the figure 5.1, minimum loop 
iteration was measured as 1000 ms few times. However, the 
desired loop iteration is counted as 2000 ms which in few 
cases can be exceeded drastically. In Jhigatala substation on 
5th April and 9th April 2009 can demonstrate the scenario of 
maximum delay occurred in a breaker operation. On 5th 
April in a certain incident the breaker tripping loop iteration 
of 16000 ms provides in this case a Jitter of 14000 ms. 
Operational time delay variation depends on many 
parameters on which one of the most frequent reason is due 
to operating system. As soft RT operating system does not 
work well when other non RT tasks run simultaneously. 
Apparently the operating system of SCADA which is in this 
case DEC OSF/1 for DPDC causes the influential effect for 
the instability as soft RTOS is vulnerable to interruption 
while multitasking. SCADA operates their entire DPDC 
control network by five console computers on UNIX 
platform. Each of them may involve at different tasks at the 
same time for example printing data, breaker commands and 
status updates of RTUs. These multitasking may cause the 
operational periods to be fluctuated significantly in each 
command. The Jitter of 14000ms could have been halted by 
a time critical operating system like Real-Time Linux. RT 
Linux can reduce the maximum time delay and restrict the 
desired loop iteration within 2000ms. 

 
6   HARD REAL-TIME OS 

 
A hard real time system is an information system, whose 
correction depends on moment in time when logic output 
occurs rather than the logic output of the algorithm. The 
hard real time application fails if their operating system 
timing requirements are not satisfied [7, 12].  The output is 
required to reach within a precise time interval. A real time 
system is not necessarily fast, but must be accurate in time 
rather then resulting correct output. The design of the real 
time system goes under multiple stages. Identification of the 
task, which suppose to be performed, and the satisfactory 
temporal restriction come at the first stage. The next stage 
goes under the code is developing and the measuring run 
time of each task and then precision of time constrain test is 
executed to ensure that the tasks will not miss their deadline 
while the system is running. However, the soft real time 
applications tolerate large latencies in what they have 

requested from the operating system. The real time system is 
implemented with a combination of Linux, RT-Linux, data 
acquisition cards, source code and standard PC. 

7   RELATED EXPERIMENTS ON REAL-TIME ENVIRONMENT 
 
Evidently in case of multitasking soft real time operating 
system works less efficiently as traditional non RT tasks can 
be interrupted. Besides response of a system can be 
minimized and countered by running the tasks under hard 
RT operating system, for example RT Linux. An experiment 
has been performed under Control Application Research 
Group (CARG) of BRAC University by implementing a 
PID controller algorithm in RT-Linux environment to 
compare the PID controller step response in different 
environment (soft and hear real-time) and improving the 
performance over the Windows environment  illustrated in 
[7]. The experiment  regarding SCADA system was 
replicated with the PID controller because of two inevitable 
reasons, SCADA control equipments were far beyond our 
reach and to compare the performance between two 
operating system windows XP and RT Linux, Knopix3.0 
since there was a unavailability of UNIX as DEC OSF/1. 
The Real-Time system is the accurate system which gives 
lowest latency on processing different parameters of 
proportional, integral and differential controller and through 
this real-time environment the servomotor control unit is 
controlled. This experiment shows that the delay 
performance of PID algorithm can be significantly 
countered under real-time implementation. Reducing the 
delay and enhance the stronghold controller act in RT-OS 
leads the system with minimized measurement noise. In 
order to obtain best response sampling rate of 10msec is 
chosen for soft real-time case and 1msec is chosen for hard 
real-time case. The time responses are examined both in 
hard real-time and soft real-time environment. The results 
which will be demonstrated on the subsequent part of this 
paper in hard real-time performed faster than in soft real-
time due to the lower latency of RT-Linux. Multitasking is a 
very important factor in our cyber world. But it will be more 
efficient when it will be uninterruptible. On the other hand 
accuracy is another unavoidable factor [19]. In a different 
experiment another experiment has been done on implement 
a closed loop system for stepper motor using RT LINUX in 
case of multitasking. As a result the total system can drive 
parallel task simultaneously and error free driving of stepper 
motor. A large number of work and application has been 
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already done on error free system of stepper motor. Some 
are based on microcontroller, some are using LINUX based 
program and other are using modified driver circuit. But in 
this particular work the specialty is to drive the stepper 
motor with maximum accuracy in case of uninterrupted 
multitasking where the task is processing in a RT kernel. In 
this work the main factors are the DAQ card which is used 
for multitasking, an optical encoder to get the feed back 
from the stepper motor and finally a program which is run 
the entire system and if any type of error occur, it will take 
the necessary immediate action. So the accuracy in case of 
multitasking environment will be maximized. The results in 
subsection 7.2.1 showed that RT Linux can perform more 
consistently on multitasking condition with relatively less 
response time. 

 
7.1 Hard Real-Time PID Controller 
   In this work the PID controller implementation under soft 
real-time is presented in the VCL program on MS15 –DC 
motor control module (Servo controller). The system 
included a 120 MHz Pentium laboratory PC with Windows 
XP installed, connected a servo system through a parallel 
port. The servo system module enables the user to perform 
closed-loop, positional or a speed control of a DC motor. 
Speed of rotation and positional feedback information are 
available in both analog and digital forms, but particularly in 
this experiment the module was controlled by analog system 
[16].The PID controller under RT-Linux environment 
comprised a 120 MHz Pentium laboratory PC had been in 
use for soft RTOS with the feedback modules and ax5411 
data acquisition card. RT-Linux 3.0 has been loaded to 
execute the real-time thread of PID controller [7]. A real-
time thread program is developed based on the PID 
algorithm in terms of the necessary requirements of the 
software [7, 13]. A priority scheduling real-time kernel was 
implemented for the data acquisition card with dissimilar 
sampling and hold rate. During the initialization step, the 
tasks are assigned to each module. The flow of data to and 
from the data acquisition card is implemented with real-time 
tasks through real-time FIFO. Interrupt-based techniques 
had been applied to handle three real-time tasks mentioned 
as A/D conversion, real-time thread program execution and 
D/A conversion. The inter-task communication among the 
three real-time tasks is done with shared memory. The RT-
kernel receives a fixed set of tasks at the time of 
initialization and each of the tasks has a priority level 
assigned in the pre-emptive scheme. The real-time task 
communicates with non real-time Linux and the data 
acquisition card and the RT-FIFOs avoid message losses. 
High level interfaces between the user and the experiment 
had been provided by non real-time GUI program using 
GTK (GIMP Tool Kit) in the Linux environment. The non 
real-time critical set of tasks can be mentioned as data 
logging, display and GUI. The real-time tasks deliver results 
to Linux at a low rate and final data through shared memory 
and circular buffer under the data acquisition scheme. 

7.1.2 PID Controller Experiment Result  
Initially of the experiment, soft real-time PID controller has 
been considered [7]. The servo system was operated using 
Ziegler-Nichols parameters and the system response had 
been observed in terms of delay time, rise time, peak time, 

settling time and overshoot. The same experiment was 
performed using RT-Linux real-time thread program. The 
comparative results in soft real-time and hard real-time 
environment are as follows:          

TABLE 7.3:  TD, TI, TP, TS PARAMETERS [7] 
 

Parameters Soft  
real-time 
PID 

Hard 
real-time 
PID 

Faster rate 

Delay Time, TD 0.10s 0.064s 1.56 times
faster 

Rise time, TR 0.19s 0.103s 1.84 times
faster 

Peak Time, TP 0.31s 0.146s 2.12 times
faster 

Settling time, TS 0.70s 0.35s 2 times
faster 

% Overshoot, Mp 25% 25% Same 
 
The delay time is the time required for the response to reach 
half the final value. From the table above it is found that the 
delay time TD = 0.10 second for soft real-time PID controller 
and the hard real-time it is reduced to 0.064 second which is 
1.56 times faster than the soft real-time. Responses of servo 
system with PID controller in soft and hard real- time 
environment with necessary parameters are illustrated in [7]. 
TR is the time required for the response to rise from 0% to 
100% of its final value. For the soft real-time, the rise time 
is 0.19sec and for hard real-time it is 0.103sec. Thus, the 
response time is 1.84 times faster in hard real-time PID 
controller. The peak time, TP (time required for the response 
to reach the first peak of the overshoot) is 0.31sec for soft 
real-time where on the other hand for the hard real-time, it is 
0.146 sec which gives 2.12 times improvement. Settling 
time Ts is also 2 times faster in hard real-time. The settling 
time zone is considered ± 2%. Percentage peak overshoot is 
25% for both (hard real-time and soft real-time PID 
controller) case. Overall, it clearly illustrates that there is 
improvement in system response for hard real-time PID 
controller over soft real-time PID controller. 
 
7.2 RT-LINUX Stepper Controller on Multitasking  
   To get the maximum performance of stepper motor, 
different types of improvement and work has been done. In 
this work a control system of stepper motor by using Real 
Time Linux has been implemented [19]. RT Linux program 
algorithm was used where the motor is controlled in Real 
time kernel so no other task can interrupt this task in case of 
multitasking. Data Acquisition Card (PCL-812PG) was 
connected to sent signal and receive signal from hardware 
interface. A GUI interface controller was also developed in 
this work to make it easier to use. The Linux based 
simulation program interacts with hardware interface to 
drive the stepper motor in real-time environment in case of 
multitasking mode. So the driver circuit drives the motor by 
using the command from the RT program by using the DAQ 
card. Stepper motor is largely used for the purpose of 
accurate and efficient movement. However, miss stepping 
leads to main problem, therefore many types of work have 
been done to find the remedy including developing many 
types of algorithm and programs. But in case of multitasking 
that work are not much efficient and the non RT task can be 
interrupt by other tasks in soft or non RTOS. The system can 
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be more If RT Linux takes the action in multitasking 
environment. In this work a RT Linux PC controlled the 
entire system in real-time method. A PC-812PG DAQ card 
is used to send and receive data from the hardware interface 
and multiple tasks can be controlled by this device. PC-
812PG is a high performance, high speed and multi-function 
data acquisition card for IBM PC and compatible computers. 
It is ideal for wide range of applications in industrial & 
laboratory environments. These applications include data 
acquisition, process control, automatic testing & factory 
automation. The main purpose of this card is to receive and 
send signal to the external hardware interface. It is mainly 
used for multitasking in real-time environment. Driver 
circuit ULN2003 had been in use to receive data from the 
DAQ card and drives the unipolar stepper motor according 
to the data. The unipolar stepper motor is having 5 wired 
stepper motor with step size is 1.8 degree. It gives in clock 
wise or anti clock wise rotation. It mainly converts the 
electrical pulse into mechanical signal.  
 
7.2.1 Stepper Motor Experiment Results 
   An experiment in BRAC University laboratory has been 
performed to compare the control of stepper motor in 
different environment (RT Linux, non RT Linux and 
Windows). DSO was used to measure the reading for each 
of the stator signal from the stepper motor in case of 
multitasking. At that time four programs were running 
simultaneously for each of the cases which make the CPU 
occupied near about 90% for RT LINUX and 70% for Non 
RT Linux and Windows. Then the compression of the 
procured result varying the time resolution for 10 ms, 1s and 
2 second had been done. The table 7.2.1 illustrates that in 
case of 1 sec time resolution for 90 degree full rotation 
Windows takes 7.92s where non real-time Linux takes 6.16s 
and hard RT Linux takes 6.00s in multitasking mode. It is 
proved from this experiment that RT is better than Non RT 
Linux and performs much better than windows OS.  
Increment of the timing resolution up to 10ms allows non 
RT and windows to give irregular movement of the stepper 
motor, however RT Linux worked properly. After increasing 
the time duration up to 2s, some miss steps occurs both in 
soft RT Linux and windows but  on the other hand RT Linux 
was  working accurately. 
 

TABLE 7.2.1: STEPPER MOTOR FOR 90 DEGREE ROTATION 
 

Parameters Windows Soft RT 
Linux 

Hard RT 
Linux 

Time Difference
(10ms period) 

Random movement 
with severe 
interruption 

Irregular 
Waveform 

59.2 ms 

Time Difference
(1Sec period) 

7.92 s 6.16 s 6.00 s 

Time Difference
(2Sec period) 

0.31s 0.146s 2.12 times 
faster 

 
This control system works in between 1ms < T < 3s. 
Because in case of 1ms there is irregular movement of motor 
is occurred and in case of using any time duration which is 
greater than 3s gives some irregular movement too. For 
closed loop control system of stepper in case of 
multitasking, RT Linux based algorithm is used to control 
the stepper motor and error correction as well. In this 
experiment had shown the response of the system in case of 

multitasking in both real-time and non real-time 
environment. In terms of controlling a stepper motor the RT 
Linux based control algorithm performed with real-time 
response and error correction feature comparing to any other 
soft or non real-time operating system.   
 

 
 

Fig. 7.2.1: Wave form of Windows under Multitasking (1sec delay/pulse) 
 
The wave forms for soft RT Linux, windows and Hard RT 
Linux are given in the three consecutively on the figure 
above. There are other sets of responses can be found from 
10ms, 2sec and the nature of wave form can be measured 
from those figures.  
 

 
 

Fig. 7.2.2: Wave form of soft RT under Multitasking (1sec delay/pulse) 
 

 
 

Fig. 7.2.3: Wave form of Hard RT under Multitasking (1sec delay/pulse) 
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8  PROPOSED REAL-TIME OPERATING SYSTEM FOR DPDC 
SCADA SYSTEM 

 
As it was mentioned before, the real-time applications also 
do not perform well when other RTs are schedul d 
concurrently. To keep this OS on progress one feasible 
solution is the current RT extension to UNIX. The UNIX 
POSIX.4 real time extension provides fixed priorities to real 
time applications. The priority scheduling rule dictates that 
higher priority processes are scheduled before the lower 
ones in a pre-emptive fashion. RT processes are assigned 
higher fixed priorities whereas non RT processes are 
assigned lower dynamic priorities. As a result the RT 
processes are served before non RT processes and higher 
priority RT processes are served before lower priority RT 
processes. This fixed priority mechanism provides a 
convenient way to implement the rate monotonic RM 
algorithm because the ordering of priorities between the RT 
processes depends on the ordering of the process rates the 
length of their periods. Under this RM schedule the RT 
processes with smaller periods are executed first followed 
by RT processes with larger periods and then non RT 
processes [17]. Prior to the start of any RT process the 
schedulability test is performed by checking its total CPU 
demand so that including this new process the CPU resource 
allocation will not exceed the CPU capacity. But this 
schedule has many problems described the following 
paragraph.  

e 

 
Priority should represent the importance of a 

process rather than whether this process is RT or non-RT. 
For example, a user giving command for printing RT 
application more important than other user giving command 
for trip a breaker non RT application RT and non RT 
applications must share the CPU time fairly. It is also 
unreasonable to assign priority for RT applications based on 
the length of their periods. This is called the fairness 
problem. There is no mechanism to meet the deadline and 
prevent overrunning and observe monopoly of CPU by a 
faulty RT process at high priority because it does not 
provide any protection between applications. Frequent over 
runs from a high priority process can cause massive 
interruption to other processes at lower priority. A RT 
process at very high priority can even block most of the 
system processes and lock up the entire system. This is 
called the enforcement problem. Root privilege is required 
to run the application under fixed priority. However when 
the UNIX security is in concern, it is impossible to give 
every user root privilege to run RT applications. This is 
called the security problem.  

 
UNIX is an operating system created in the early 

days of computers. More recently, Linux was created as an 
open-source, freeware operating system. Hard RT-Linux can 
make a system to guarantee that predefined response times 
to certain hardware events to execute by activating kernel 
pre-emption. RT-Linux can use UNIX constructs and also 
departs from traditional UNIX. RT-Linux is faster than 
many of the other commercially available operating 
systems. It appears to also be far more robust than UNIX, 
DEC OSF/1. Linux is being used in many time critical 
applications because of its speed [10].  SCADA can be more 

efficient with RT-Linux without any major modification in 
their setup because it is used in many applications that need 
to maintain uptime as Linux, like UNIX, can run for months 
at a time without rebooting. 

The reason why SCADA experts over a decade 
earlier had set the response time up to 30ms was because 
they found this time is a minimum to operate any power 
elements consistently. A soft real time OS like UNIX can 
not guarantee the system to execute in time because in case 
of soft Real-time the timing constrains are only failed in 
very rare cases which reflects the similar problem with the 
DPDC (former DESA) SCADA while operating the 
substation’s RTUs. While operating substations from the 
master control some delay can be occurred as it was 
demonstrated earlier part of this paper due to multitasking 
environment which particularly in this experiment we found 
14000ms. This 14000ms however, can be minimized by 
hard RT Linux operating system and confined the minimum 
desired loop time fewer than 2000ms by stopping all other 
non RT task during prioritize command under execution.  

 
As microwave travels with the speed of light than it 

can be anticipated, the approximate   distance of 70km from 
Dhanmodi CC to Narsingdi CL3 2/3 for example: it takes 
maximum of 0.233 ms which is less than one percent of 
entire time taken by the power component tripping process, 
and the relaying the signal, the transponders also do not 
contribute much time comparing to 30ms time frame if we 
take the maximum measurement of time taken by the master 
control to trip the breaks of Jigatala substation mentioned 
earlier in this paper. The signal transmission time is 
relatively negligible to the defined time span by the 
operating system and during the establishment of DPDC 
(former DESA) SCADA experts did not locate any other 
deviation with the system. There is a prospect to reduce that 
response time or desired loop time introducing hard RT 
operating system, preferably RT Linux in DPDC SCADA 
system.  

 
Hard real time OS is positively faster and can meet 

the requirements for SCADA state of the art technology if 
the SCADA OS is replaced by RT-Linux. This particular OS 
can introduce task priority as an extra feature to the SCADA 
system. This operation will first identify the priority and 
according to that the execution will be done.   The above 
experiments show the  rise time of RT Linux is 1.56 times 
faster then any other soft real time OS. The faster rise offers 
the faster response to the system, in this case the response 
time of the SCADA system, if the maximum time taken for 
breaker tripping is taken into the account can be improved 
by 1.56 times which allows the system to response in 
approximately 18 ms and can improve the response time. 
Since RT Linux performs efficiently under multitasking 
environment by restricting any other non RT tasks. RT 
Linux executes the prioritize task as nonpreemptable and 
stop any other task on the processor so that no jitter can 
occur. Due to this specific feature of RT Linux the 
maximum delay time over the desired loop time can be 
recovered that can resist the delay operation of breakers on a 
certain instant. This is the radical improvement of DPDC 
SCADA system which our paper is suggesting. 
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9   CONCLUSION 
 

SCADA system is a communication and control system 
used for monitoring, operation and maintenance of energy 
infrastructure grids and at the same time system has a harsh 
deadline for critical tasks comparing with traditional 
application. This paper has identified the motive of the 
failure of consistent execution of SCADA power 
components in different Remote Terminal Unit under 
specific time limit and proposed RT Linux as a primary 
Operating System for DPDC SCADA and with the help of 
advance communication system which will be concentrated 
on our further research to have better response time in terms 
of tripping or initiating any relays or breakers of different 
feeders or substations. These approaches will promote the 
existing SCADA technology towards future development 
and offers the time precision of supervisory control so that 
no command is failed to execute. RT Linux makes the 
SCADA system 1.56 times faster than ever before from 
operating system’s point of view which compensates 
approximately 13ms from the previous maximum time taken 
by the master control to operate breakers. The fiber optics 
allows more security on communication by reducing the 
attenuation of the signal and data interception.  The fastness 
of the response time and priority task handling property of 
the hard Real-Time operating system (RT-Linux) will 
improve the performance of the existing SCADA system 
which can save more resources and money; moreover it will 
improve quality and security of power distribution for new 
DPDC SCADA. 
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ABSTRACT

Frequently used decoding algorithms for turbo decoding are
the maximum a posteriori (MAP) algorithm and the soft out-
put Viterbi algorithm (SOVA). The Log-MAP algorithm is a
transformation of the MAP algorithm in logarithmic domain.
It shows the better decoding performance, while the SOVA
has the lower computational complexity. In this paper, we
propose hybrid turbo decoding schemes using the SOVA and
the Log-MAP algorithms. Both theoretical analysis and ex-
perimental results show that the proposed hybrid turbo decod-
ing has less computational complexity than that of the Log-
Map turbo decoder, and better decoding performance than
that of the SOVA turbo decoder. The decoding performance
can be close to that of the Log-Map turbo decoder with a small
number of iterations.

Index Terms— Turbo-codes, SOVA, Log-MAP, hybrid
decoding schemes

1. INTRODUCTION

In wireless mobile communication systems, powerful chan-
nel coding is essential in order to obtain sufficient reception
quality. In 1993, Berrouet al. [1] proposed turbo-codes
which take good advantage of random codes and the decod-
ing condition of Shannon’s noisy channel coding theorem to
acquire good performance close to the Shannon’s limit. This
turbo-code integrates an interleaver and convolutional codes,
so that, it can realize random coding and improve the low code
weight. It adopts iterative decoding, presented in [2]et al., to
approach the maximum likelihood decoding. In [3], X. Qiet
al. proposed a new iterative decoding scheme. Daneshgaran
et al. [4] have presented a systematic method for design of
interleavers. Perezet al. [5] proved that the performance of
turbo-code can be improved by increasing the length of the
interleaver. According to different design philosophies, in-
terleavers can roughly be divided into two types: regular and
random. A regular interleaver usually realizes interleaving on

∗The authors would like to express their sincere gratitude to Mr. Jun Yang
and Mr. Jiajun Wen for their comments.

†Correspondence author: ywzhan@ieee.org. The work of Yinwei Zhan is
supported by Natural Science Foundation of China (grant no. 60572078).

the basis of a certain rule. Thus, it can be easily realized. But
for a random interleaver, it is difficult to realize deinterleaver.

The maximum a posteriori (MAP) algorithm and the Soft
output Viterbi algorithm (SOVA) have become major decod-
ing algorithms for turbo decoding. For example, Bahl algo-
rithm is a MAP decoding method which minimizes the prob-
ability of the symbol error (or bit) for convolutional codes
[6]. On the other hand, the SOVA is proposed on the ba-
sis of a Viterbi algorithm minimizing the probability of word
error. It also suits for convolutional codes [7]. The Log-
MAP algorithm is a variation of the MAP algorithm in log-
arithmic domain and yields lower computational complexity
than that of the MAP algorithm and results in nearly the same
decoding performance as that of the MAP algorithm. Com-
pared to the Log-MAP algorithm, the SOVA is lower in com-
putational complexity, but much worse in decoding perfor-
mance. The complexity comparisons between the two algo-
rithms have been presented in [8].

In this paper, we propose hybrid decoding schemes for
turbo-codes by using the Log-MAP algorithm and the SOVA.
This paper is organized as follows. In§2, we briefly review
the structure of the turbo encoder, the decoder, the soft in-
put and soft output (SISO) decoders based on the Log-MAP
algorithm and the SOVA. Then in§3, we present our hybrid
decoding scheme and its analysis. Experimental results are
shown in§4 for comparing the hybrid decoding schemes with
the original individual schemes, followed by conclusions in
§5.

2. PRELIMNARIES

A turbo encoder uses a structure of parallel concatenated con-
volutional codes. Typically, it is at least composed of an in-
terleaver and two recursion system convolutional (RSC) en-
coders as shown in Fig. 1. For an input bit{dk}, the turbo
encoder output is{Xs

k} = {dk}, {X1p
k } and{X2p

k }, where
the last two components are the outputs of RSC encoders.

A turbo decoder, as shown in Fig. 2, mainly consists of
two SISO decoders, interleavers and deinterleavers. For an
AWGN channel and a binary modulation, the turbo decoder
input comprises three random variablesys

k , y
1p
k andy

2p
k with
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Fig. 1. The structure of the turbo encoder.
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Fig. 2. The structure of the turbo decoder.

time k corresponding to the three output bits from the en-
coder. Letuk = 2Xs

k − 1, ûk be the bit decision of the SISO
decoder,Le(ûk) is the extrinsic information (EI) generated
by one SISO decoder which does not depend on the decoder
inputys

k, andLa(uk) be the priori information (PI) associated
with the EI generated by the other SISO decoder in the turbo
decoder.

2.1. The Log-MAP decoder

An optimum soft output decoder should adopt a posteriori
probability. The MAP algorithm based on codes trellis can
minimize the bit error probability. The output of a MAP de-
coder for a transmitted “±1” in the information sequence is
defined as a posteriori log-likelihood ratio (LLR),

L(ûk) = ln
p(uk = +1|r)

p(uk = −1|r)
= ln

∑

(s′,s),uk=+1 p(s′, s, r)
∑

(s′,s),uk=−1 p(s′, s, r)
,

wherer is the reception of the MAP decoder and the bituk

is associated with the transition from timek − 1 to k. The
indexess′ ands correspond to the trellis states at timesk − 1
andk, respectively The transition froms′ to s arises from the
information bituk.
The Bayesian principle implies that

p(s′, s, r) = p(s′, s, rt<k, rk, rt>k)

= p(rt>k|s)p(s, rk|s
′)p(s′, rt<k),

wherert<k is the information received prior to the timek and
rt>k is the information received after the timek.
Now we defineαk(s′) = p(s′, rt<k), βk+1(s) = p(rt>k|s),
andγk(s′, s) = p(s, rk|s

′). Then we can write

αk+1(s) =
∑

s′∈σk

γk(s′, s)αk(s′),

βk(s′) =
∑

s∈σk+1

γk(s′, s)βk+1(s),

γk(s′, s) = p(rk|uk)P (uk),

(1)

whereσk is the state set at the timek and theP (uk) is the a
priori probability of bituk.

The Log-MAP decoder can avoid calculating actual prob-
abilities by using the logarithm of probabilities and the ap-
proximationmax∗(x, y) ≈ ln(ex + ey). If the transition be-
tweens′ ands exists, (1) can be updated as

α∗

k+1(s) = max∗
s′∈σk

[

γ∗

k
(s′, s) + α∗

k
(s′)

]

,

β∗

k
(s′) = max∗

s∈σk+1

[

γ∗

k
(s′, s) + β∗

k+1(s)
]

,

γ∗

k(s′, s) =
ukLa(uk)

2
+

Lc

2
rk · vk,

wherevk = (uk, pk), pk = 2X
p
k − 1, X

p
k = X

1p
k or X

2p
k , rk

is the reception in response tovk, andLc = 4Es/N0 is the
reliable factor of the channel. Based on the above analysis,
the output of a Log-MAP decoder can be written as

L(ûk) = max
(s′,s)

∗
[

α∗

k(s′) + γ∗

k(s′, s)|uk=+1 + β∗

k+1(s)
]

− max
(s′,s)

∗
[

α∗

k(s′) + γ∗

k(s′, s)|uk=−1 + β∗

k+1(s)
]

.

2.2. The SOVA decoder

The SOVA uses soft decisions to calculate its metrics. In the
AWGN channel, at timek, the metrics of the partial path of
SOVA can be solved via

M([r|v]k) = M([r|v]k−1) +

n−1
∑

j=0

Lcv
j
kr

j
k + ukLa(uk),

wherevk = (uk, pk), pk = 2X
p
k − 1, X

p
k = X

1p
k or X

2p
k , rk

is the reception in response tovk, M
(

[r|v]k−1

)

is the metrics
of the former partial path, andLc = 4Es/N0 is the reliable
factor of the channel.

At time k and statesSi, i = 0, 1, · · · , 2v − 1, the differ-
ence of the maximum likelihood path[v]k and the error path
[v′]k can be written as∆k (Si) = M ([r|v]k) − M ([r|v′]k) .

At time k, the probabilityPc of the maximum likelihood path
correctly selected is equal to

Pc =
p ([v|r]k)

p ([v|r]k) + p ([v′|r]k)
=

e∆k(Si)

1 + e∆k(Si)
.

The log-likelihood ratio of the path decision can be formu-
lated as∆k (Si) = ln Pc

1−Pc
The larger the value of∆k (Si) is,

the more reliable the decision is. In other words, the decision
is more reliable only if the probability of whether the survivor
path is the maximum likelihood path or not is larger. At time
k, the reliable value of the survivor path is∆k−m (Si) , m =
0, · · · , δ, whereδ is the decoding depth.

At time k−m, if the corresponding information bit of the
survivor path is different from that of the competition path,
the bit decision may be wrong. By using the method in [7]
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Fig. 3. The succeeding structure of a hybrid turbo decoder.

Table 1. The computation complexity comparison of the de-
coding schemes

Operation LM-LM SV-SV SV-LM / LM-SV
max ops 10A − 4 2A + 6v + 6 6A + 3v + 3

additions 30A + 18 4A + 16 17A + 17

multi by ±1 16 16 16
look-ups 10A − 4 0 5A − 2

bit comps 0 12v + 12 6v + 6

updating the reliable value of the survivor path with back-
ward tracking and according to the inference in [2], the soft
output (or LLR) of the bit decision of the SOVA decoder can
be written as

L(ûk−m) ≈ ûk−m min
j=0,··· ,m

∆k−j(Si),

whereûk−m is the bit decision at timek − m.

3. HYBRID TURBO DECODING SCHEMES

Based on the above analysis of the Log-MAP decoder and
the SOVA decoder, both of them can output the LLR,L(ûk),
of the bit decision, so the two SISO components of a turbo
decoder can be different.

The succeeding structure of a hybrid turbo decoder, con-
sidering two SISO decoders can be shown as in Fig. 3. In
the conventional schemes, The SISO decoders are either the
Log-MAP only (LM-LM) or the SOVA only (SV-SV). In the
hybrid case, we propose to use the Log-Map decoder in one
SISO decoder and the SOVA in the other or vice versa (LM-
SV or SV-LM). Table 1 shows the computation complexity
comparison of the decoding schemes for a single iteration. In
Table 1, eachquantity need to be multiplied byn which is the
length of the information sequence andA = 2v, wherev is
the count of registers of one component encoder. According
to this analysis, when thev = 2, the number of operations of
the Log-MAP turbo decoder is the highest out of all these de-
coding schemes. The number of its operations is about twice
that of the SOVA turbo decoder. The number of operations
of the hybrid turbo decoder is the compromise of that of the
Log-MAP turbo decoder and that of the SOVA turbo decoder.
Thus, it has less computational complexity than that of the
Log-Map turbo decoder.

As regards to the hybrid turbo decoders, the soft output of
each component decoder can be represented as

L(ûk) = Lc · yk + La(uk) + Le(ûk).

a1 a2 a3 a4 a5 a6 a7 a8

a9 a10 a11 a12 a13 a14 a15 a16

a17 a18 a19 a20 a21 a22 a23 a24

a25 a26 a27 a28a29 a30 a31 a32

a33 a34 a35 a36 a37 a38 a39 a40

a41 a42 a43 a44 a45 a46 a47 a48

a49 a50 a51 a52 a53 a54 a55 a56

a57 a58 a59 a60 a61 a62 a63 a64

The first sequence
The second sequence

Fig. 4. The structure of a8 × 8 sample for the interleaver.

In the process of iterative decoding, the EI can be solved by
Le(ûk) = L(ûk) − Lc · yk − La(uk). ThenLe(ûk) is ex-
changed between the two component decoders so that they
can take advantage of the EI of each component decoder. Pro-
vided thatLe(ûk) is generated by the SOVA decoder,Le(ûk)
with interleaved can turn into the PILa(un) of the Log-MAP
decoder.Le(ûn) of the Log-MAP decoder becomes the feed-
back for the SOVA decoder after deinterleaving and applied
to the next iteration. This iterative mechanism improves the
decoding performance.

4. EXPERIMENTAL RESULTS

We evaluate the performance of turbo decoders described
above considering AWGN channels. For this, we choose the
interleaver of a regular spiral structure, which can be easily
realized. In the interleaving process, the bits data are written
into anm × n matrix row wise and then read from the upper
left corner to the lower right corner. Conversely, the process
of the deinterleaving is that the bit data are written into an
m × n matrix from the upper left corner to the lower right
corner and then read row wise. Fig. 4 shows the organisation
structure of8 × 8 samples for the interleaver. In this way, the
input neighboring information bits can be far away from each
other after interleaving, so that it can certainly improve the
performance of the turbo code. In general, while the inter-
leaver is large enough, an input sequence interleaved can be
considered as a random code.

The experiments are conducted in a system with the 2.66G
CPU of Pentium 4, 512M memory of DDR and the C++ pro-
gramming language. We also choose the (7, 5) RSC code
as the component code of the turbo encoder. The decod-
ing depth of the SOVA decoder is 18. The number of iter-
ations is 10. For the interesting range of SNRs (Eb/N0 =
0.0dB, · · · , 1.5dB), Fig. 5 and Fig. 6 show the comparison
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Fig. 5. The comparison of the decoding performance for the
decoding schemes mentioned with the coding rateR = 1/3.
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Fig. 6. The comparison of the decoding performance for the
decoding schemes mentioned with the coding rateR = 1/2.

of the decoding performance for the decoding schemes men-
tioned with 16384 information bits with the coding rateR =
1/3 and1/2 respectively.

At R = 1/3, for the decoding performance, the SOVA
turbo decoder is the worst while the Log-MAP turbo decoder
is the best. The two hybrid turbo decoders perform nearly the
same in decoding. At previous times, their BERs are about the
mean of those of the Log-MAP turbo decoder and the SOVA
turbo decoder. However, their BERs can be even close to that
of the Log-MAP turbo decoder with a small number of iter-
ations. At 0.5dB, they need about eight times iterations to
approach the BER of the Log-MAP turbo decoder. At 1.5dB,
they need about five times iterations to approach the BER of
the Log-MAP turbo decoder. The higher the SNR (Eb/N0)
is, the fewer iterations they need to approach the BER of the
Log-MAP turbo decoder. Similar performance are seen for
R = 1/2. Table 2 shows the comparison of the cost for the
decoding schemes with 16384 information bits.

Table 2. The comparison of the cost for the decoding schemes
with 16384 information bits,R = 1/3

SNR LM-LM SV-SV SV-LM LM-SV
0.0 dB 5.094s 0.813s 2.938s 3.031s
0.5 dB 5.109s 0.813s 2.969s 2.938s
1.0 dB 5.079s 0.797s 2.953s 2.921s
1.5 dB 5.094s 0.813s 2.969s 2.968s

5. CONCLUSION

In this paper, we have proposed the hybrid turbo decoding
schemes using the Log-MAP algorithm and the SOVA. Theo-
retical analysis on the number of their operations proves that
the hybrid turbo decoders consist of fewer number of oper-
ations than those of the Log-MAP turbo decoder. Based on
the experiments, we can draw the conclusion that their de-
coding performances are superior to those of the SOVA turbo
decoder, and even close to the Log-MAP turbo decoder us-
ing a small number of iterations. Furthermore, their costs
are lower than the Log-MAP turbo decoder. The proposed
schemes would contribute to an effective strategy to wireless
communication.
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Abstract—The JavaScript language is used to enhance 

the client side display of web pages. Programs in JavaScript 
are deployed in HTML documents and they are interpreted 
by web browsers on the client machine, helping to make 
web pages richer, more dynamic. JavaScript is widely used 
in most popular websites, such as CNN, a famous news 
website in the world. We calculate the percentages of two 
popular JavaScript fragments and propose a proxy based 
scheme to reuse the same JavaScript fragments efficiently. 
The proxy could extract the same JavaScript code 
fragments as the JavaScript library and detect whether 
there are malicious codes in it. 
 

Key Words—JavaScript, cache proxy, web security.  

I. INTRODUCTION 
Web browser`s role is becoming more and more important 

day by day. Web application can be broadly categorized into 
static web application and dynamic web application. Static web 
applications are those that display the information to the user 
and dynamic web applications accept input from the user and 
perform actions based on the input. It is not anymore just a tool 
for accessing static HTML-pages but today`s platform for Rich 
Internet Applications (RIA). Web2.0 makes browsing 
experience more and more like using a traditional desktop 
application. Since business needs are growing, the hypertext 
mark-up language continues to grow to meet the needs of 
business with the new, powerful, and exciting tags. 

Most web applications employ a more distributed model, in 
which the client side is used not simply to submit user data and 
actions but also to perform actual processing data. This is done 
for two primary reasons: 

(1) It can improve the application`s performance, because 
certain tasks can be carried out entirely on the client component, 
instead of making a round trip of request and response to the 
server. 

(2) It can enhance usability, because parts of the user 
interface can be dynamically updated in response to user 
actions, without the need to load an entirely new HTML page 
delivered by the server. 

Larbin is a web crawler, which is also called (web) robot, 
spider, or scooter etc. It is intended to fetch a large number of 
web pages to fill the database of a search engine. With a 
network fast enough, Larbin should be able to fetch more than 
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100 millions of pages on a standard PC. 
In this paper, we use the web crawler Larbin to fetch some 

popular web sites and analyze the detailed information of some 
JavaScript fragments which we care about. Our contributions 
are listed as follows: 

 Analyze some kinds of JavaScript codes fragment 
distribution in some popular website. 

 Propose a proxy to extract the JavaScript codes fragment 
and rewrite the HTML pages. 

 Enhance the efficiency of JavaScript code libraries via 
cache proxy engine. 

This paper is organized as follows. The related works is 
presented in section II, the methodology is provided in section 
III. Section IV is the conclusion. 

II. RELATED WORKS 
Emre [2] presents AjaxScope, a dynamic instrumentation 

platform that enables cross-user monitoring and just-in-time 
control of web application behavior on end-user desktops. 
AjaxScope enables a large number of exciting instrumentation 
policies, such as: performance, runtime analysis and debugging, 
usability evaluation. It needs not to change anything of the web 
browsers. The AjaxScope proxy only dynamically rewrites the 
uninstrumented JavaScript code according to the 
instrumentation policies. 

NeatHtml [3] and Caja [4] take an alternate approach by 
performing parsing of untrusted HTML using a client-side 
trusted JavaScript library. After parsing, untrusted content is 
filtered in a series of steps to ensure that it is free of script 
content. They both embed untrusted HTML in the web page 
using trusted client side JavaScript code via the innerHTML 
DOM property (for Caja this is a deliberate optimization 
choice), which protects against node-splitting attacks. 

Proxies have been used to introduce new services between 
Web clients and servers. For example, they have been used to 
provide Web caching [5,6], and gateway services for 
onion-routing anonymizers [7]. In this paper, we propose to use 
proxy as a combination of blacklisting, whitelisting javascript 
filter and heuristics to identify potentially malicious Web 
content. 

Several pieces of previous work [8,9], have used rewriting at 
the Java Virtual Machine bytecode interface [10]. This 
interface is type-safe, and provides good support for reasoning 
about application-internal abstractions.  

In this paper, we use the web crawler to fetch some popular 
web sites and analyze the detailed information of some 
JavaScript fragments. With the knowledge of JavaScript codes 

JavaScript code Fragment Analyzing  
for Cache Proxy 
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fragment distribution of some popular websites, we further 
propose to use whitelist and blacklist to help the filter the 
potential malicious html pages. 

 

III. METHODOLOGY 
Traditionally a web page was loaded once and when the 

content of page was to be updated, the whole page had to be 
loaded again. Asynchronous JavaScript + XML (Ajax) is a 
technology that allows content being updated asynchronously 
without loading the whole page. XmlHTTPRequest is an API 
that enables connections to remote sources via HTTP from 
client side. It is a key part of Ajax. Usually the transfer format 
used is XML, JavaScript Object Notation (JSON), HTML or 
plain text. In Ajax-applications JavaScript is used on client side 
to make connections and gather data by XMLHTTPRequest 
and then to modify the page by accessing the Document Object 
Model and CSS style sheets of the page. By using Ajax the data 
can be exchanged in small amounts with server and the user is 
provided an experience more and more like a desktop 
application without loading the whole page again. These kinds 
of RIAs seem to be an essential part of growing amount of 
Web2.0 applications. 

JavaScript is a relatively simple but powerful programming 
language that can be easily used to extend web interfaces in 
ways that are not possible using HTML alone. It is commonly 
used to perform the following tasks: 

 Validating user-entered data before it is submitted to the 
server, to avoid unnecessary requests if the data contains errors. 

 Dynamically modifying the user interface in response to 
user actions; for example, to implement drop-down menus and 
other controls similar as non-web interface. 

 Querying and updating the document object model within 
the browser to control the browser`s behavior. 

 
Figure 1 HTML tree generation 

 Figure 1 shows how html parser generates a HTML tree. 
When user sends a request to server with specific activities such 
as opening a url and clicking some hyperlinks, the browser will 
download the corresponding codes of web page. Then html 
parser of browser will analyze the html codes and generate 
DOM tree. Render tree will be built in the next step according 
to the above DOM tree.  

Figure 2 shows how JavaScript can be interpreted in practice. 
When a HTML DOM tree is generated, the JavaScript code 
fragment will be sent to a JavaScript Parser to interpret the 

JavaScript codes and build a JS parse tree if there is an 
occurrence of JavaScript code in the HTML DOM tree. After 
the execution in client side or communication with remote 
server side via Ajax in JavaScript Runtime Environment, a 
render tree is generated as the basic of web view. If the 
JavaScript is too complicated, the browser could not display the 
whole page before all the JavaScript has been executed. 
Obviously if two web pages contain a slice of same JavaScript 
fragment, we could reuse them after download the JavaScript 
fragment first time so as to save time. 

 
Figure 2 Generalized functional diagram of existing 

browsers’ HTML interpretation process. 
 
The web crawler Larbin is used to fetch web pages from 

Cable News Network (CNN.com) which is one of the most 
famous news websites. We fetched huge number of web pages 
without considering files extension of .pdf, .tar, .mp3, etc. After 
fetching web pages of CNN from March 1st to March 6th, we got 
approximate 102,859 files of 52 folders. Then we calculated the 
percentage of two popular kinds of JavaScript code fragments, 
“<script.*?</script>” and “javascript:”. 

 
Table 1 Statistic of tow popular JavaScript code fragments 

Code types Line No. Fragments 
No 

Multiple 
No 

All the codes 93,116,339   

<script.*?</script> 22,478,162 3,320,519 3,164,104  
（95.2%）

javascript: 640,761 526,363 496,716 
(94.3%) 

 
As shown in the Table 1, there are 95.2% multiple JavaScript 

fragments like <script.*?</script>. Such as: 
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The external JavaScript itself, which is simply a text file with 

the containing JavaScript code, saved as a .js file. 

 
A <script> tag refers to the external JavaScript file and is 

defined on the pages that use the library. 
Similarly fragment “javascript:” also has high percentage of 

multiple codes. So we can draw the following conclusions 
according to the statistics: 

1. Unique script code segment is far less than the script code 
segments.  So website could reuse script code in the proxy 
client so as to download the same JavaScript fragment in 
different web pages. 

2. JavaScript codes do not change frequently even if the web 
pages are dynamically changed, such as the index page of CNN 

and some portal pages.  
3. JavaScript code of big size has less modification 

probability. Actually the editor seldom updates the JavaScript 
codes after they submit them into the server. 

Most programming languages provide libraries, such as C or 
Java support “code libraries”, where a programmer can save a 
commonly used piece of code as a library file and refer to it 
from the main program. For example, Software developers 
generally use .jar files to distribute Java classes and associated 
metadata. JavaScript supports external libraries too, in the form 
of the .js file. 

While obviously the main reason for using JavaScript 
libraries is that it allows you to easily distribute one code for 
users on many pages, a secondary reason is not. A JavaScript 
library, when used on multiple pages, is actually more efficient 
than directly embedding the code inside the library on each 
page. Once the browser in client side encounters the library the 
first time around, it saves the containing code in cache. 
Subsequent requests for the library on other pages will result in 
the library being loaded from cache, or the speed demon. 

 

 
Figure 3 Cache server-side proxy for popular websites 

 
 
As shown in Figure 3, we use a proxy server to extract the 

JavaScript code fragment, rewrite to a library out of it, so 
multiple pages can share a same JavaScript code library 
without physically including the original code on those pages. 

By including the above reference, the client side browser 
will now download the code stored inside external .js file, and 
run it as if the code was physically typed onto the original web 
page. 

At the same time, in our proxy engine, we detect the 
JavaScript library to see whether there are malicious codes in it. 
Since the JavaScript library does not often change, we can 
easily create a Black-list for the malicious libraries. If virus 
codes have been found, the proxy engine will stop parse the 
JavaScript codes and alert to the client users. 

IV. CONCLUSION  
In this paper, we analyze the percentage of two popular 

kinds of JavaScript code fragments of popular website. We 
found that there are approximate 95.2% multiple JavaScript 

code fragment according to the statistics. A cache proxy is 
proposed to extract the same JavaScript fragments to 
external .js JavaScript code libraries to save the expensive 
runtime waste. 

V. FUTURE WORK  
As an on-going research, we plan to make the proxy work as 

a special sand-box which execute the JavaScript instead of 
client side and send back the result codes to client browser. 
The proxy must be authenticated by client user to get the 
sensitive information, such as cookies.  
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Abstract 
 

We study the gain flatness in a two-pump fiber 
optical parametric amplifier with periodic dispersion 
compensation. The results show that the gain 
fluctuation of the two-pump fiber-optic parametric 
amplifier have been improved obviously by inserting 
dispersion compensating fibers at regular intervals in a 
high-nonlinear fiber. It is found that the gain have a 
relationship with the length of the high-nonlinear fiber. 
With the increase of the length of the high-nonlinear 
fiber, the parametric gain is raised, but the gain 
flatness is decreased. The parametric gain can be 
flattened, by inserting more dispersion compensation 
fiber segments. 
Keywords: fiber optical parametric amplifier; high 
nonlinear fiber; dispersion compensation fiber; gain 
flatness  

 

1. Introduction 
 

Fiber-optic parametric amplifiers (FOPAs), relying 
on four-wave mixing (FWM), have attracted 
considerable attention in recent years. FOPAs offer 
some unique properties when compared to other 
traditional amplifiers, such as Erbium-doped fiber 
amplifier [1], [2], FOPAs amplify at any arbitrary 
wavelengths in theory and offers high gain, large 
bandwidth as well as low noise figure [3].  

FOPAs can be classified into two categories of one- 
and two-pump. Owing to the phase-matching condition 
of the underlying FWM process, single pump FOPAs 
generally exhibit a lager gain fluctuation in the zero-
dispersion wavelength (ZDWL) region of the optical 
fiber [4]. Based on this limitation, the concept of two-
wavelength pumping has been demonstrated 

theoretically in Ref. [5], and has been shown that the 
two-pump FOPAs can provide a gain spectrum that is 
relatively uniform over a bandwidth larger than 100nm.  

The phase-matching plays an important role in the 
FWM process; it is the key to achieve efficiently FWM. 
Laurent et al. proposed a scheme, based on a 
multisection dispersion-tailored in-line nonlinear fiber 
arrangement, allows for the achievement of over 100 
nm flat gain bands with a ripple of less than 0.2 dB in 
the ZDWL region [6]. Marhic et al. suggested a method, 
in which meltisection dispersion compensating fibers 
(DCFs) are inserted in highly nonlinear fiber, achieve 
flat gain over ultrabroad bands with a single pump 
fiber-optic parametric amplifier operating in the ZDWL 
region [7]. 

Pumping in the vicinity of ZDWL or using high-
nonlinear fibers (HNLF) has been proposed to enhance 
the gain [7], [8]. Unfortunately, the unavoidable 
fluctuation of ZDWL brings to detriment the near-
ZDWL pumping scheme [9]. This gain fluctuation can 
be avoided by increasing the separation between the 
pump wavelengths and the ZDWL (>10nm) [9], which 
leads the dispersion to be larger. Therefore the 
dispersion must be compensated to realize the quasi-
phase matching, and obtain flat gains over a wide 
spectral rang. Marhic et al. have shown that the one-
pump FOPA can provide a higher gain and larger 
bandwidth by inserting meltisection DCFs in Ref. [7]. 
In this paper we focus on the quasi-phase matching of 
two-pump FOPAs that flatten efficiently the gain 
spectrum in the two-pump FOPA. 
 

2. Theoretical model 
 

We consider a length of HNLF L, consisting of 
( 1)m + segments of equal length / ( 1)l L m= + , 

connected by m pieces of DCF, each of length l′ , Fig. 1. 
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The DCF is assumed to have negligible nonlinearity. 
We also neglect attenuation in both HNLF and DCF; 
this is a very good approximation for short fiber lengths, 
as are used for high-power pulsed pumps. The 
propagation constants in the HNLF and DCF are 
respectively β(ω) and β′(ω).We consider two pumps, a 
signal, and an idler, with respective angular frequencies 
ω1, ω2, ω3, and ω4, and electric field E1, E2, E3, and E4; 
all fields are in the same state of linear polarization. 

The total electric field E
�

 can be written as 

( )
4

1

1
ˆ exp( - ) . , 1

2 j j j
j

E x E i t k z c cω
=

= +∑
�

where j j jk n cω= is propagation constant，where jn  

is the index of refraction. 

 
Figure 1. Schematic of high-nonlinear fiber with periodic 

dispersion compensation. 
Using the Maxwell equation, the differential 

equations governing of pumps, the signal, and idler in 
the (m+1)th HNLF segment are 
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where: Ej is the envelope of the electric field; z is the 
distance from the beginning of the first HNLF segment; 
β2 is the second-order dispersion coefficient and γ is the 
nonlinear parameter; Pj=|Ej,1(0)|2 is the pump power at 
z=0; α=10-0.2Ls is the transmittance through two splices; 
LS is the power loss, in dB, of a single splice. We can 
expand the linear phase mismatch ∆β=β(ω3)+β(ω4)-
β(ω1)- β(ω2)  in a Taylor series [10] 
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here: ωc=(ω1+ω2) ⁄2 is the mean frequency of the two 
pumps and ωd=(ω1-ω2) ⁄2 is half their difference; ω1 and 
ω2 are the two pump frequencies, ω3 is the signal 
frequency; β2(ωc) and β4(ωc) are respectively the 
second-, fourth-order dispersion coefficient at ωc, 
where β2(ωc)=β2(ω0)(ωc-ω0)+β4(ω0)(ωc-ω0)

2 ⁄2, β4(ωc)≈ 
β4(ω0), ω0 is the zero-dispersion frequency; λ0 is the 
zero-dispersion wavelength; λ3 is signal wavelength; 
λc=(λ1+λ2) ⁄2 , λd=(λ1-λ2) ⁄2 , where λ1 and λ2 are the 
pump wavelengths. 

 

3. Gain of fiber-optic parametric amplifiers 
 
We assume that the pumps are not depleted by the 

nonlinear process, thus the solutions of (2a) and (2b) 
are 
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                 (4) 

where, E′1, m and E′2, m are the pump field phasors at the 
output of the mth DCF segment.  (4) have included the 
contribution of self-phase modulation (SPM) and cross-
phase modulation (XPM) induced by the two pumps. 

The optical field amplitudes for the signal and idler 
waves, Ej, are related to Hj by a phase factor through 

( )1 2exp 2 m
j jE H i P P zγα = +  . (2c) and (2d) can be 

written as 
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mismatch. Using the boundary conditions, we can 
obtain the solution of (5), which can be written in the 
form of matrix 
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where, Mm is the transfer matrix of the (m+1)th HNLF 
segment,  
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where, ( )-1
1 22 2m

m P P l lψ γα β ′ ′= + + ∆ , m=1,2…; gm 

is the parametric gain coefficient of the (m+1)th HNLF 

segment are given by ( )22
1 2 - / 2m

m mg PPγ α κ= . 

The transfer matrix M for the whole arrangement is 
M=M0 M1 … Mm. (6) can be written as 
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The total signal gain at the output of the (m+1)th 
HNLF segment is found to be  

( ) ( )1 3, 1 320lg 0m mG H l H+ + =   .                         (9) 

 

4. Analysis of gain flatness  
 

The above expression shows that the parametric gain 
have a relationship with the section numbers of 
dispersion compensation fibers and the high-nonlinear 
fiber’s length. We will analyze the gain flatness by 
modifying the inserting number of DCF segments and 
the HNLF’s length. 

Fig. 2 shows that the gain value and flatness are 
influenced by the inserting number of DCF segments. 
The HNLF have a zero-dispersion wavelength λ0=1591 
nm, which is less than ideal for making FOPA’s 
operating near-1550nm, desirable for optical 
communication systems. The parameters used 
correspond to our simulations, namely: pump powers 
are respectively 0.2W and 0.4W; pump wavelengths are 
1542nm and 1560nm; L=300m; γ=20W-1km-1; β2(ω0)=-
0.01ps2/km, β4(ω0)=-2.85ps4/km; β′

2(ω0)=2ps2/km, 
β′4(ω0)=3×10-4ps4/km.  

From Fig. 2, we can see that, with the increase of the 
DCF segment numbers, the gain fluctuation have been 
improved obviously. When m=0，there is no inserting 
DCF segment in a HNLF, the fluctuation is large, about 
3.8dB. However, when m=4, inserting four DCF 
segments periodically in a HNLF, the gain became 
flatter and wider. But the value of gain is reduced 
because of inevitable splicing losses. 
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Figure 2. Graph of signal gain with different m versus 

wavelength. (a) m=4; (b) m=6. 
Fig. 3 shows the influence of the length of FOPA on 

gain value and flatness. In Fig. 3(a): m=4, inserting four 
DCF segments periodically in a HNLF; Fig. 3(b): m=6, 
inserting six DCF segments periodically in a HNLF. 
The parameters are same as the above-mentioned. As 
shown clearly in Fig. 3, with the increase of the length 
of HNLF, the value of gain is raised, while the flatness 
is reduced. 

-100 -50 0 50 100
0

1

2

3

4

5

L=200m

L=300m

L=400m

λ3-λc (nm)

G
ai

n 
(d

B
)

(a)

 

-100 -50 0 50 100
0

1

2

3

4

5

L=200m

L=300m

L=400m

λ3-λc (nm)

G
ai

n 
(d

B
)

(b)

 
Figure 3. Graph of signal gain with different length of HNLF 

versus wavelength. (a) m=4; (b) m=6. 
From Fig. 3(a), m=4, when L=200m, we can obtain 

a 1.40dB nearly flat gain bandwidth; when L=400m, the 
gain value reached to 4.43dB, the bandwidth remained 
constant, but the fluctuation increased, about 0.35dB, 
which can be solved by inserting more DCF segments. 
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When m=6, the fluctuation have been improved 
obviously, Fig. 3(b). 

 

5. Conclusion 
 

This paper has theoretically investigated a two-pump 
FOPA realizing quasi-phase matching with periodic 
dispersion compensation. We have derived the gain 
expression of FOPA by use of the coupled equations of 
pumps, signal and idler field, then analyze the gain 
flatness of two-pump FOPA with periodic dispersion 
compensation. This study shows that the FOPA’s gain 
depends on the inserting numbers of DCF segments and 
the HNLF’s length. 

We have shown that with the increase of the 
inserting number of DCF segment, the fluctuation of 
FOPA gain has been improved obviously, which can 
realize flat gain over a considerable wide spectral rang. 
However, the value of gain reduces because of 
inevitable splicing losses, which can be solved by 
increasing the length of HNLF. The value of gain is 
increased when the HNLF’s length increases, while the 
flatness is reduced. The parametric gain can be 
flattened by inserting more DCF segments. 

This paper investigate theoretically an approach that 
realize quasi-phase matching of two-pump FOPAs, 
which is of practical significance in designing a FOPA 
that have the function of equalizing amplification over 
a wide spectral range. 
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Abstract - Integrated Sensor Information System 
(ISIS) will detect potential criminal/terrorist threats 
on the bus public transport network using 
audio/visual/RF sensors and inform decision 
makers at a central control point who use this 
information to decide on the perceived threat level. 
The ISIS system will also manage its own network 
so that it is not reliant on commercial mobile phone 
networks. iBurst technology was proposed to be 
used for communication between a mobile bus and 
the Central Control Point. This paper is a study of 
the radio plan, propagation channel and time 
variant characteristics of an iBurst system in a 
vehicular network system.  

Keywords: iBurst, Urban propagation 
modelling, Vehicular Network, sensor. 
 
I Introduction 
 

From recent occurrences of crime and 
terrorist attacks in public transport, it is difficult to 
guarantee safety of the public on board these 
transportation units. However, it is possible to 
record the events and crimes taking place, through 
CCTV and then analyzing it later to capture the 
criminal. The problem is that there are no means to 
prevent the crime from happening and actions are 
taken against the criminal only after a crime has 
occurred leaving the victim, if they survive the 
attack, traumatized for an unknown period of time 
depending on the crime committed.  

Some examples of major crime/terrorist 
attacks on public transportation in the near past are 
the 9/11 airplane incidents, 7/7 bombings in 
London, train Bombings in Madrid, Spain and 
Mumbai, India. In addition to these, we also have 
to consider the smaller attacks aimed at the 
individual person with knives, guns, etc and 
fraudulent claims on incidents that may not have 
occurred on buses. In response to this, governments 
have made a call upon the scientific and 
engineering research communities to play an 
important role in the effort to fight crime and 
terrorism [1]. 

ISIS aims towards working against these 
crimes on buses by providing an integrated security 
system within the platform that communicates with 
a control centre. ISIS will detect threats and inform 
decision makers of that threat and manage its own 

network. The proposed system would have the 
potential to reduce assaults on public and staff on 
transport units. Research of a similar nature is 
being conducted on trains in France under the 
Celtic-BOSS project [2] but there is almost no 
research being performed on buses.  

 
Fig1. Overview of ISIS 

 
This paper associated with ISIS, 

overviews the wireless and electromagnetic 
systems. A number of simulations using ray tracing 
software and electromagnetic simulation tools are 
used to study the effect of microwaves in a 
communication channel between a mobile bus and 
a network operation centre and use this data to 
build an optimum and robust wireless network. 
Studies and measurements have been performed on 
the propagation modelling of populated indoor 
environments and the effect of human beings on 
the propagation of microwaves [3]. 

As the data exchange between the bus and 
the Network operation centre is crucial, the 
proposed network should not have significant 
variation in received power levels during the 
exchange of data. This variation is due to fading, 
environmental clutter and other characteristics that 
affect the propagation of microwaves [4]. 
 
II. iBurst technology 

 
iBurst wireless broadband system was 

initially developed by ArrayComm in 2001 and has 
been issued under the IEEE 802.20 standard. iBurst 
is licensed to operate within the frequency range of 
1.7 GHz to 2.3 GHz. 
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Across a 5 MHz spectrum, the maximum 
data rate reaches up to 1,061 kbps for downlink 
and 346 kbps for uplink. iBurst can also achieve 
high data rates, even during the high speed 
movement of user terminals [5], [6]. The iBurst 
system uses Asymmetric TDD/TDMA frame 
designed for 625 kHz channelization and performs 
Spatial Division Multiple Access (SDMA) by 
using Adaptive Antenna Array technology and 
adaptive modulation and coding for efficient use of 
frequency resources [4]. The Adaptive Antenna 
Arrays have 12 antenna elements at the Base 
Station (BS) which enhance signals transmitted to 
and received from the User Terminal (UT), while 
suppressing interference signals from other UTs in 
the same time slot and in the same frequency band, 
but in different angles of arrival [6], [7]. There 
have been studies on the outdoor to indoor 
propagation characteristics of iBurst in an urban 
and suburban area at stationary UTs. These studies 
showed an investigation of the temporal signal 
variation observed by wireless broadband channels 
in urban and suburban environments [6]. 

The iBurst base stations in Belfast 
operating at 1795 MHz to 1800 MHz, are under 
trial. iBurst technology was proposed to be used 
with the ISIS project in the vehicular network 
system for the transfer of data from sensors within 
the bus to a network operation centre where the 
data will be monitored.  
 
III Sensors 

 
The data transmitted over the vehicular 

network system is sourced from sensors such as 
CCTV cameras, CAN bus sensors and audio 
sensors to be found in different locations on board 
the bus. 16 video cameras are located in different 
positions forming a closed circuit to monitor events 
and incidents happening on board the bus. The data 
from the CCTV cameras will be transmitted from 
the bus through the proposed communications 
channel to the network operation centre to inform 
decision makers of the perceived threat level. 

Controller Area Network (CAN) bus 
sensors will be integrated with the system and a 
combination of data from the CAN bus sensors and 
the CCTV cameras will provide evidence against 
fraudulent claims by passengers on buses after an 
event or incident has occurred. Audio sensors will 
be used to study and analyze the voice patterns of 
passengers on board the bus. For this data to be 
transmitted over a vehicular network system a 
robust wireless network for live transmission of 
crucial data is required and hence a radio plan of 
the city is required to study and analyze the 
received/transmitted power signals and propagation 
paths within the network for a moving vehicle. 
This study is performed using WinProp�, a ray 
tracing software and is shown below.  

IV. Database 
 

A bus route from the Titanic Quarter in 
Belfast through the City Centre to the South 
Belfast area was chosen for study. The proposed 
bus route is approximately 6.5 Km long and 
comprises of urban (Densely populated) and 
suburban (Less dense) clutter. Clutter data was 
obtained by purchasing rooftop outlines from the 
Ordinance Survey Northern Ireland (OSNI). This 
data was imported into the ray tracing software 
(WinProp�) and the approximate height of 
buildings was entered manually.  

 
Fig2. OSNI Tiles map of Belfast City Centre 

 
Fig3. 3D view of Belfast City Centre in WinProp 

 
V. Urban Radio plan 

 
WinProp is the Ray tracing software tool 

used to study the power distribution, propagation 
paths and time variant properties of signals in an 
urban or suburban environment. Drawings obtained 
from WrightBus� were used to build a model bus 
into WinProp�. The UT (Bus) is programmed to 
move along a designated path while the predictions 
from the BS to the UT are being computed. 

Fig 4 shows the propagation paths and 
received power at the UT from the BS. This is a 
suburban environment with less clutter and hence 
there is no critical signal variation with time 
variance.Fig 5 shows the propagation paths and 
received power at the UT from the BS in the City 
Centre (Urban Environment). Due to dense clutter 
and multipath propagation, there are significant 
fading effects predicted. Screenshots of the City 
Centre in Belfast from the simulation and from 
Google maps are shown for comparison of clutter 
data. 
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Fig4. Prediction of radio propagation in a less dense urban environment 

                              
Fig5. Prediction of radio propagation in an urban environment 

 
Fig6.Propagation paths and signal strength variation with time and motion of the bus 

121



Fig 6 shows the time variant characteristics 
of the received signal power and propagation paths 
from the BS to the mobile UT. In a sample taken 
approximately 120m long from a random point A to 
destination B, there is a significant signal strength 
fluctuation of approximately 23 dBm. Considering 
the importance of the data being exchanged between 
the UT and the BS in the ISIS project, such 
variations in signal strength should be minimised for 
the transmission of crucial information.  
 
VI Conclusion 
 

A radio plan on two different locations 
with different clutter data was simulated from a 
single base station. It was found that there was more 
scattering, signal loss and signal strength fluctuation 
in an urban area with dense clutter against a 
suburban area. This data can be used to create a 
more robust wireless network. Future works include 
enhancing the sensor network and a radio plan 
simulation of the bus route using an iBurst network 
system with three base stations and carrying out 
measurements of data transmitted from the sensors 
on the bus through the iBurst network. 
 
VII Acknowledgements 

 
The authors would like to thank the 

Engineering and Physical Sciences Research 
Council (EPSRC) for the funding granted towards 
the ISIS project and the ISIS Consortium members 
for their involvement with the ISIS project. 

 
References 
 
 [1] Hsinchun Chen, Fei-Yue Wang, Daniel Zeng, 
’’Intelligence and Security Informatics for 
Homeland Security: Information, Communication, 
and Transportation’’ IEEE Transactions on 
Intelligent Transportation Systems, Vol. 5, no. 4, pp. 
329 --- 341, December 2004. 
 
[2] D. Sanz, V. Delcourt, O. Gatin, M. Berbineau, S. 
Ambellouis, L. Khoudou, ‘‘BOSS: intelligent 
embedded video surveillance system with real-time 
transmission of video to the control centre 
[3] K. I. Ziri-Castro, N. E. Evans and W. G. 
Scanlon, �Propagation Modelling and 
Measurements in a Populated Indoor Environment 
at 5.2 GHz� In: Proceedings of the 1st IEEE 
International Conference on Wireless Broadband 
and Ultra Wideband Communications, 13-16 March 
2006, Sydney, Australia 
 
[4] Shiann-Shiun Jeng, Guanghan Xu, Hsin-Piao 
Lin, and Wolfhard J. Vogel, �Experimental Studies 
of Spatial Signature Variation at 900 MHz for Smart 
Antenna Systems� ,IEEE Transactions on Antennas 

and Propagation Vol. 46, No. 7, July 1998 pp. 953 � 
962  
 
[5]http://global.kyocera.com/prdct/telecom/office/ib
urst/technicaloverview.pdf  
 
[6] Hajime Suzuki, Carol D. Wilson and Karla Ziri-
Castro, �Time variation Characteristics of Wireless 
Broadband Channel in Urban areas� , 1st European 
Conference on Antennas and Propagation, 6-10 
Nov. 2006, Nice, France. 
 
[7] Martin Cooper, Marc Goldburg, �Intelligent 
Antennas: Spatial Division Multiple Access� 1996 
Annual Review Of Communications, pp. 999 - 1002 
 

122



Abstract 

We present an analysis of the response and 

performance of an optical system for high bit-rate and 

long-distance RF signal transmission combining the 

technologies UWB (Ultra-WideBand) and ROF (Radio 

Over Fibre). We analyse the frequency response of the 

system and measure the PER obtained at the receiver. 

This way, we examine the relationship between the 

main system parameters such as bias current of the 

laser, frequency response and length of fiber used. We 

compare the results for two different lasers, obtaining 

a consistent relationship for a low bandwidth laser, but 

a more complicated, and inconsistent behaviour in the 

case that a higher bandwidth laser is used. 

I. Introduction 

Radio Over Fibre (ROF) is a technology that offers 

the possibility of transmitting RF signals, in a transparent 

way, over an optical fibre distribution system. It works for 

long distances with low latency and attenuation, but with a 

frequency response that is affected by dispersive fading 

and nonlinear effects in the laser and fiber. 

Ultra Wide Band (UWB) technology, since its 

regulation by FCC in February 2002, has been developed 

as a commercially attractive method to implement high 

speed wireless transmission in different end-user 

technologies with low power consumption. To achieve 

this, it uses Multi-Band Orthogonal Frequency Division 

Multiplexing (MB-OFDM) in 528Mhz sub-bands, with 

128 sub-carriers each. It achieves maximum speeds 

between 320Mbps and 480Mbps, and it is expected that it 

reaches 1Gbps in the near future with new draft 

specifications. 

In this investigation we use the WiSair 9110 

Developers Kit which generates an UWB signal in band 

group 1, from 3.1 to 4.7Ghz, using three sub-bands. The 

board directly modulates a laser connected through single 

mode fibre to a photodetector, which in turn feeds the 

receiver on the peer WiSair board. This system therefore 

offers a low cost way to extend the reach of UWB 

systems, only needing an opto-electrical conversion in the 

receiver ends to be able to radiate the converted signal 

through UWB antennas using simple transceivers.  

Fig. 1: System setup for dispersive fading test. 
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In the system, the RF signal is directly modulated 

onto the optical carrier as a double sideband (where both 

sidebands are separated by twice the RF carrier 

frequency), although different methods could be used to 

improve these results.  

Due to fibre dispersion, these sidebands propagate at 

different speeds, so that the received RF signal 

experiences fading behaviour [1]. This causes signal 

strength reduction and inter-symbol interference resulting 

in errored bits that can often be corrected by Forward 

Error Correction (FEC). Although, if the level of FEC is 

not sufficient to overcome the channel degradation, then 

packet errors will result. 

In this paper, we evaluate the frequency dispersion 

behaviour of the ROF system and compare this with the 

application layer level performance. Measuring the Packet 

Error Rate (PER) obtained in the receiver for two different 

lasers.  

We show the relationship between parameters and the 

importance of adjusting them depending on the optical 

power, RF power and the length of fiber used in the 

transmission, given that the frequency response we will 

obtain from the system depends on them. 

II. Dispersive fading 

To analyze dispersive fading and the impact it causes 

on the overall frequency response, a Vector Network 

Analyzer (VNA) was connected to both the laser and 

photo-detector at the ends of the optical transmission 

system, as shown by the dotted lines in figure 1. The 

frequency response obtained typically shows a 

transmission notch [3] that at first appears at a higher 

frequency than the operating band. The measurements 

done show that increasing transmission length will make it 

shift down in frequency and interfere with the RF signal. 

This is a dispersive fading effect which will cause 

degradation and should be addressed [6]. 

Thus, the frequency response was measured for 

different lengths of fiber and laser bias currents using two 

different lasers. Figure 2 illustrates the frequency response 

of a commercially available single mode laser used in the 

RoF system with 37km of Single Mode Fibre (SMF). The 

laser was a temperature controlled hermetically sealed 

high-speed butterfly package, with a bandwidth of about 

16GHz at a bias current of 30mA. It has a room 

temperature emission wavelength of 1545nm and a 

threshold current of 10mA. Tests show that the non 

linearities in the laser become more pronounced for lower 

Fig. 2: High bandwidth laser frequency response of the system for a 37km fiber 

transmission length and different bias currents applied.  

 

124



bias points and cause the dispersive fading notch to appear 

at unpredictable frequencies and vary in depth. This is due 

to the presence of harmonics of the modulating RF signal 

as multiple sidebands on the optical carrier. It makes the 

behaviour very complex and system performance difficult 

to predict, as can be noticed in the graph, where a 

difference of some milliamps in bias current can make the 

notch change from a 5dB to a 30dB depth and shift in 

frequency position. These results show that further 

investigation would be needed to understand these effects 

and obtain an adequate response and integrate this type of 

laser in an UWB ROF system. 

The solution chosen to overcome this unpredictable 

behaviour was the use of a lower bandwidth laser so that 

higher order harmonics could not be generated. This way, 

the negative effects affecting our system response would 

be avoided.  As expected in this case, the dispersive 

fading notches appeared at the expected frequencies and 

did not shift with changing laser diode bias current, 

making the system behaviour much more stable and easy 

to study.  

Figure 3, shows the frequency response of this 

commercially available single mode laser in a 

hermetically sealed TO-can. It has an emission 

wavelength of 1540nm and a threshold current of 14mA. 

Results indicate that the laser has an inherent resonance 

around 2GHz in its back to back performance due to 

packaging parasitics, but has reasonably flat response at 

the Band Group 3 frequencies that we will use. The 

dispersive fading behaviour is also clearly shown here as 

the notch appears at 7GHz for 14km, 4.5GHz at 37km and 

3.8GHz at 51km. These curves are not bias dependent, 

which indicates a high degree of linearity in the system. 

Using this laser, it will be easier to predict system 

performance and tune parameters to obtain the better 

possible PER, as opposed to the system behaviour for the 

high bandwidth laser.  

Both results shown in figure 2 and 3 have the working 

band of our system, between 3.1 and 4.7 GHz, 

highlighted. 

III. Packet error rate (PER) 

To characterize the achievable PER, a bidirectional 

system was set up, because of the requirement of the 

Wisair boards to see each other to establish transmission, 

as indicated by the solid lines in figure 1. As shown there, 

the uplink optical connection was done back to back, 

instead of over the fiber reel, to avoid using multiple 

optical amplifiers and to isolate the performance of a 

single transmitting path. The transmission parameters 

changed for the tests were the bias current of the laser, the 

fiber length and the bitrate of the transmission, using most 

Fig. 3: Low bandwidth laser frequency response of the system for different fiber 

transmission lengths and a 25mA bias current applied.  
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of the different speeds UWB standard supports: 

53.3Mbps, 80Mbps, 160Mbps, 320Mbps and 480Mbps. 

PER was measured from the receiver Wisair board 

application software for the different scenarios [2], [5]. 

The PER graphs for the high bandwidth laser are 

shown in figure 4 and indicate rather peculiar behaviour 

which seems to be a result of the complex interaction of 

the laser nonlinearities and the fibre dispersion, so that the 

effective channel the Wisair Radio is experiencing is 

unpredictable. However, the results in figure 5 showing 

the performance for the low bandwidth laser correlate well 

Fig. 4: High bandwidth laser 10% PER points for different transmission bitrates and fiber 

lengths with: a) 15mA, b) 20mA and c) 25mA bias currents applied to the laser. 
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with the frequency response graphs seen before in figure 

3. It can be seen from these graphs that transmission 

cannot be established for distances greater than 14km for 

the 480Mbps case as this scheme uses no FEC. By 

contrast, reduced bit rates use higher levels of FEC and 

are capable of overcoming the channel degradations 

caused by dispersive fading. 

Moreover, for the low bandwidth laser, Dispersion 

Compensating Fiber (DCF) could be used to improve PER 

and obtain at 37km a similar performance to the one at 

12km. By contrast using DCF did not improve system 

performance when using the higher bandwidth laser. This 

is explained by the fact that the main phenomenon 

affecting performance for the low bandwidth laser is 

dispersion. But additional effects occur in the system for 

the higher bandwidth laser, keeping the performance low.  

It is also interesting to note that the received optical 

power to achieve 10% PER needs to be approximately 

Fig. 5: Low bandwidth laser 10% PER points for different transmission bitrates and fiber 

lengths with: a) 20mA and b) 25mA bias currents applied to the laser. 
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3dB higher for the laser biased at 25mA than that at 20mA 

for a given distance. This is due to the reduction in 

modulation depth and the associated increase in carrier 

power when bias current is increased. 

IV. Conclusions 

In this paper we have shown that the simple 

dispersive fading model is insufficient for explaining the 

behaviour of UWBoF systems when the directly 

modulated lasers have a high bandwidth. By contrast, a   

low cost laser with restricted bandwidth offers improved 

system performance that is predictable and could be 

integrated in commercial systems.  

Furthermore, the increased receiver sensitivity that 

can be gained by using a low bias current will give 

benefits for short lengths of fibre, needing less power to 

obtain similar error rates. 

To summarize, it is shown that these systems have a 

clear practical application and could be used to distribute 

UWB signals with many advantages over other 

approaches. It could be done using optical fiber for a long 

distance with low attenuation and with a good frequency 

behaviour, taking into account the relationship between 

the different parameters involved and studied in this 

paper.  
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Abstract—In order to reduce the authentication latency during 
handover process between different wireless networks, this 
paper proposes a novel consolidated authentication scheme, in 
which the re-authentication and the pre-authentication are 
performed. When a mobile node (MN) moves into a new 
domain, its identity must be verified by the EAP (Extensible 
Authentication Protocol) server. In this paper, EAP-MD5 
method is adopted for the authentication process.  After the 
first authentication, the re-authentication method is executed 
to reduce the time required for producing master key (MSK) 
between the MN and the EAP server before the MN leaves the 
domain. If MN moves into a new domain, the pre-
authentication method will be carried out to reduce the 
required authentication time. Theoretical analysis and 
performance evaluation of the proposed scheme are presented, 
demonstrating the scheme’s efficiency. Finally, the detailed 
implementation of the EAP-MD5 by using Open Diameter is 
given. 

Keywords-consolidated authentication; Open Diameter; 
pre-authentication; re-authentication 

I. INTRODUCTION 
Driven by increasing user demand, an integrated access 

technology for seamless wireless communication mobility 
is becoming one of the objectives of next generation 
wireless communication technologies. When the mobile 
equipment changes its access point, the continuity of 
service will be affected by the relevant handover process. 
During the handover, it is necessary to provide some 
authentication mechanisms to guarantee the security of 
resource configuration and distribution. The latency of 
authentication is becoming the bottleneck of fast handover. 
Many research groups focus on the fast authentication 
during the handover process. Document [1] gives a 
description of the EAP fast re-authentication method and 
related key management framework. However, it is only 
suitable for intra domain handover. The EAP pre-
authentication problem statement and related thought are 
presented in [2], while the discussion of extending PANA 
(Protocol for Carrying Authentication for Network Access) 
for pre-authentication is documented in [3]. All the 
references mentioned above have considered different 
scenarios but none of them provide a cooperative 
mechanism to perform the consolidated intra domain 
handover and inter domain handover. 

Through analyzing the statement of authentication 
mechanism during handover process, this paper proposes a 
novel consolidated authentication scheme, in which the 
EAP pre-authentication (PA) and EAP re-authentication 
(RA) are adopted, and a central authentication server is 
defined to manage the detailed pre-authentication between 
different domain and re-authentication in the same domain, 
so as to reduce the authentication latency further.  

II. PROPOSED CONSOLIDATED AUTHENTICATION 
SCHEME 

A. Hierarchical Authentication Architecture 
In order to reduce the time for signaling so as to reduce 

the handover latency, this section firstly proposes a 
hierarchical authentication architecture (HAA), which can 
be divided into two layers, home EAP server and local RA 
servers. From figure 1, it can be seen that HAA is 
composed of several authentication domains. There are 
many Intra domain RA authenticators and Inter domain 
RA authenticators in each authentication domain, and a 
local RA server is deployed in the center of the domain. 

 
Figure 1.  The hierarchical authentication architecture 

In order to describe the problem clearly, figure 1 only 
gives a detailed description of two authentication domains, 
which are authentication domain 2 and authentication 
domain 3. In each domain, a local RA server will perform 
the re-authentication process for the mobile peer. The local 
RA server is also responsible for requesting the key 
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information for inter domain pre-authentication, and for 
collecting and saving the information of neighbors for the 
inter domain RA authenticators. 

This scheme is proposed based on the EAP framework, 
which relies on the EAP method layer to perform the 
specific authentication process. The pass-through 
authentication model can be seen from figure 2. In addition, 
the key material, including Master Session Key (MSK) and 
extended Master Session Key (EMSK), will be produced 
by the EAP methods, such as EAP-MD5.  

 
Figure 2.  The pass-through authentication model 

Before taking the inter domain pre-authentication, it 
should be assumed that the serving authenticator could 
detect the information of neighboring candidate 
authenticators (CA), including the authentication domain 
name and the name of the local RA server. However, the 
neighbor information discovered should be stored in the 
local RA server. The detailed topology of neighbors is 
defined when each domain is deployed and could be 
adjusted dynamically. 

Generally speaking, pre-authentication requires an 
address of a RA candidate authenticator (CRA) to be 
discovered either by a peer or by a serving RA 
authenticator (SRA) or by some other entities before 
handover. In this paper, the authenticator discovery 
protocol, which is typically defined as a separate protocol, 
is not considered. For both intra-domain and inter-domain 
handover, the IP address of a candidate authenticator must 
be reachable by the peer or the SRA that is performing the 
pre-authentication. Note that, an authenticator discovery 
requires a database of the neighboring network information. 

B. EAP Re-authentication for Intra Handover  
 

Figure 1 illustrates the EAP re-authentication 
procedures when a mobile peer moves between different 
authenticators within a same authentication domain. Then 
figure 3 and figure 4 show the initialization process and the 
EAP re-authentication procedure respectively. 

In authentication domain 2, the mobile peer needs to 
know the name of the local authentication domain or the 
name of local RA server when it first enters the domain. 
As is shown in figure 3, the normal EAP process will be 
performed first, including EAP request and EAP response 
messages. Between the mobile peer and the EAP server, a 
MSK will be produced and sent to the authenticator (SRA), 
used for making the secure connection subsequently. 
During the process of EAP exchange, the EMSK is 
produced between the mobile peer and the EAP server. 

 

 
Figure 3.  Initialization process for the re-authentication procedure 

During the EAP re-authentication process, the local RA 
server will request a Domain Specific Root Key (DSRK) 
for the home EAP server by sending its own domain 
name. Then the home EAP server will calculate the 
DSRK based on the EMSK，and send the DSRK and its 
EMSK name to the local RA server. On receiving the 
related messages, the re-authentication Root Key（DS-
rRK）and re-authentication Integrity Key（DS-rIK）
will be calculated using DSRK, meanwhile, DS-rRK and 
DS-rIK are gotten by the mobile peer. When the mobile 
peer moves from the SRA to the nSRA (next SRA), the 
EAP re-authentication will be triggered. nSRA will send 
EAP-Initiate/Re-auth-Start message to indicate the start 
of EAP re-authentication. After receiving the EAP 
Initiate/Re-auth message, the local RA server uses the 
still valid DS-rRK to produce a re-authentication MSK 
(rMSK), and send it to nSRA, as shown in figure 4. 
Similarly, based on DS-rRK the mobile peer can also 
generate rMSK which can be used as Master Session Key 
(MSK) for secure connection. Here, it is unnecessary to 
retrieve the MSK from home EAP server, and the 
multiple information exchange operations between the 
peer and the EAP server could be omitted.  The proposed 
scheme can thus significantly reduce the handover 
latency, especially in the roaming mode when the mobile 
peer is far away from the home EAP server with longer 
signal round trips. 

 

 

Figure 4.  Re-authentication procedure 

C. EAP Pre-authentication for Inter Handover 
From figure 1, we can see that when the mobile peer 

moves along route b, it crosses the boundaries of the 
authentication domain 2 and domain 3. The intra domain 
re-authentication scheme devised in the above section is 
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not applicable here, because the authenticator SRA and 
authenticator CRA are located in different authentication 
domains. The key material (DS-rRK and DS-rIK) from 
authentication domain 2 is not allowed to be used in 
authentication domain 3. Therefore, we propose a novel 
consolidated inter domain authentication scheme. Figure 5 
shows the detailed procedure of pre-authentication 
between SRA and CRA. 

In figure 5, when a mobile peer moves to the SRA, 
which stands at the border of authentication domain 2, the 
SRA first carries out the re-authentication process, and 
then it starts the pre-authentication process. The detailed 
message flow is as follows. 

When a mobile peer makes its authentication through 
SRA, the local RA server 2 will choose its CA and start the 
pre-authentication process by sending EAP Pre-auth 
Request/Identity from SRA to CRA. On receiving the EAP 
Pre-auth Response/Identity message from the peer, the 
SRA requests its neighbor information from local RA 
server 2. The mapping information of SRA-CRA stored in 
local RA server 2 will be sent to SRA, and related 
information of CRA will be sent to the mobile peer, such 
as the domain name of CRA. After receiving its neighbor 
information, the SRA sends the received EAP Pre-auth 
Response/Identity message to local RA server 3 through 
CRA. Subsequently, local RA server 3 will request the 
valid key material, such as DSRK, and EMSK name. Then, 
DS-rRK and DS-rIK will be calculated and stored. 

 

 
Figure 5.  Pre-authentication procedure 

When the mobile peer moves into domain 3, the rMSK 
generated in domain 2 could be sent to CRA. In addition, 
the new access domain name obtained by the mobile peer 
can be used to produce new rMSK. Thus, a secure 
connection could be established. In the pre-authentication 
mode, the signaling operations are restricted between the 
RA server and the mobile peer. It does not need to contact 
the home EAP server.   

III. PERFORMANCE EVALUATION AND 
IMPLEMENTATION  

In order to reduce the system cost and to reduce the 
handover delay further, we proposed a consolidated 
authentication scheme in section II. In this section, a 
detailed implementation and a performance analysis of the 
proposed scheme will be given.  

A. Implementation 
The software used in this paper is open source. For the 

AAA architecture and the Diameter protocol, the 
opendiameter implementation is used. It supports different 
Diameter applications such as EAP, PANA and NASREQ. 
Opendiameter-1.0.7-i is used in this paper. The base 
protocol implementation is available as a C++ library and 
currently supports Linux, BSD and Windows systems. An 
implementation of EAP and PANA for client/user network 
access is also available under the Open Diameter project. 
Currently, the EAP stack can already support methods 
including EAP-MD5, EAP-TLS, EAP-AKA and EAP-
GPSK. Note that, this section will take EAP-MD5 for 
example. By using of EAP-MD5, the whole PANA latency 
between PAC and PAA is about 2.43 seconds, when the 
MN first moves into a new domain to make its first 
authentication.  

In summary, the state machine of pass through 
authentication model can be seen in figure 6. When the 
pass-through authenticator receives a message, it will 
change from the “IDLE” state to the “Received” state. 
Authenticator starts to process the received message. If the 
message is the authentication request sent from the 
backend server, the authenticator gets into “SendRequest” 
state, and forwards the request to the peer. If the message 
is the authentication response sent from the peer, the 
authenticator gets into “SendResponse” state, and forwards 
the response to the backend authentication server. If the 
message is invalid, the authenticator discards the message, 
and returns to the IDLE state unconditionally. After each 
sending action (sending request/response), the 
authenticator will return to the IDLE state. 

 
Figure 6.  State machine for pass through authentication model 

 
Figure 7.  EAP-MD5 state machine on the MN 
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In addition, the opendiameter implementation uses 
different state machines to model the different EAP 
methods. In this section, we take EAP-MD5 as an example. 
Figure 7 shows the state machine for the EAP-MD5 
method that is used on the MN [7]. StInitialize is the initial 
state and StSuccess is the final state. The events that 
trigger the transitions are named as 
EvSgIntegrityCheck, EvSgReject and 
EvSgAccept respectively. The actions that get started 
for every transition could be named as 
AcDoIntegrityCheck, AcNotifyInvalid and 
AcNotifySuccess. Figure 8 shows the state machine 
for the EAP-MD5 method that is used on the AAAH.  

 

Figure 8.  EAP-MD5 state machine on the AAAH 

B. Performance Analysis 
In this paper, EAP framework is used for guaranteeing 

the heterogeneous requirements of future interworking 
networks. When handover process occurs, the normal EAP 
authentication process will be triggered. It should be noted 
that, after sending EAP Response/Identity message by MN, 
at least one interactive operation is needed to produce 
MSK, the time required for the operations depends on the 
EAP methods used.  The process of producing MSK will 
incur additional cost, in terms of delay which is 
undesirable, especially in the roaming case. 

In this proposed scheme, when a MN enters into a new 
domain, it will perform its first authentication process, in 
which the normal EAP methods are used, such as EAP-
MD5 and EAP-TLS [8]. Then, before the MN moves out 
to another new domain, the re-authentication mode can be 
used to make the following authentication. On the other 
hand, when the MN leaves its current domain, the pre-
authentication mode will be adopted. The detailed 
authentication signaling operation time comparison can be 
seen from the following table.  

 
Table 1. Performance comparison 

 
EAP method 
(proposed) 

Authentication signaling operation 
time  

EAP-MD5 1.5 round trips (Peer-EAP server) 
EAP-TLS 3 round trips (Peer-EAP server) 
Re-auth 1 round trip (Peer-local RA server) 
Pre-auth 1 round trip (Peer-local RA server) 

Each RA server in each authentication domain will 
play a critical role. It not only performs re-authentication 
in its own local domain, but also collects and manages the 
neighbor information during the pre-authentication process. 
Before the intra domain handover, the initialization of intra 
domain authentication is executed in advance, with an aim 
to establish secure connection by using the obtained DS-
rRK and DS-rIK etc. Then the remaining authentication 
process needs not to contact the EAP server. And only one 
round trip is necessary between the peer and the local RA 
server, as can be seen in table 1. In summary, the proposed 
scheme can significantly reduce the total authentication 
cost in terms of both the number of authentication signals 
and the distances of the authentication signals have to 
travel. 

IV. CONCLUSIONS 
Based on the EAP framework, this paper proposes a 

consolidated authentication scheme, in which re-
authentication is used in intra domain handover process, 
and pre-authentication is adopted in inter domain handover 
process. The performance analysis demonstrates that the 
proposed scheme reduces the authentication cost. 
Moreover, if the movement of a mobile peer could be 
tracked, then the number of candidate authenticators can 
be reduced, so as to reduce the additional cost for the pre-
authentication initialization process. The authors will 
conduct further research in this area. 
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A new algorithm of edge detection based on soft morphology 

 
Shang Junna, Jiang Feng 

（Hangzhou Dianzi University，Hangzhou Zhejiang 310037） 

 

Abstract: An algorithm of edge detection based on mathematical morphology is discussed in the paper. Due to the characteristics 

of the basic morphology algorithm of image processing，the common edge detection algorithms with traditional morphological 

edge detection algorithm is analyzed and compared, and the characteristics of each, as well as inadequateness are given here. 

Combined with the geometric algorithms, applied to binary gray scale image edge detection, based on the classic edge detection 

algorithms and soft filtering properties, the morphology of the soft edge detection algorithm and optimization algorithm is put 

forward for the edge detection and image de-noising processing. 

 

Key words: mathematical morphology;  binary gray scale image;  edge detection;  soft morphology 

 

1． Introduction 
Mathematical Morphology is a new kind of nonlinear 

algorithm, using a certain form of structural elements to measure 

and extract the shape of the corresponding image in order to 

achieve the image analysis and identification purposes. It is more 

suitable for visual information processing and analysis, and the 

type of interaction are completed by the basic operations of 

Erosion and Dilation as well as Open and Closed operations. 

Edge detection in image processing and computer vision 

occupies a special status, a large number of image information 

contained, to reflect the main features of the object. Therefore, 

the extraction of edge information for image processing is very 

important. 

 

2． Morphological edge detection 
of gray image 

The edge of the gray-scale images or structure where own 

more or less mutations, indicating that the end of a region and the 

beginning of another regional location. Classical edge detection 

method is based on space operations, these methods sensitive to 

noise, poor anti-noise performance, and the edge of the detection 

noise is strengthened. For the noise pollution, the general 

approach is to filter, and then detect the edge by differential 

coefficient. However, the filter smoothes the image at the same 

time, the edge will inevitably be fuzzy, and the test results will be 

affected, is not conducive to the image feature extraction, such as 

follow-up treatment; the number of links increasing, extend the 

time of image processing, it is not fit for the high real-time 

requirement occasions. 

 
2.1 Commonly used edge detection algorithm 

Edge extraction usually based on a variety of differential 

algorithm combined use of templates, threshold, smooth and 

other means. Commonly used edge detection algorithms are 

Robert, Sobel, Prewitt, Laplacian, LOG and Canny algorithm. 

Robot is the First-order differential algorithm which uses 

the difference between adjacent pixels to detect edge. This 

measure has high positioning accuracy, but the noise with bad 

robustness can't be suppressed. 

Prewitt is a model algorithm for edge detection which uses 

the same measure as Sobel Algorithm. This arithmetic detect 

edge with the pixels' upper, lower, left and right of gray-weighted 

neighborhood algorithm that these pixels reach the extremum of 

principle. This measure can smooth the noise but with huge 

amount of calculation and its position accuracy is not well. 

LOG is the Second-order differential algorithm which uses 

pre-smoothing with Gaussian low-pass filter on the image first. 

Then this arithmetic identifies the image edge of the steep with 

Laplacian algorithm. At last it generates closed and connected 

contours with zero-gray value by elimination of all internal 

points. It could filter the noise and also smooth the edge. 

Canny is a kind of filtering method which is a compromise 

method between smoothing and filtering through Gaussian 

smoothing filter. This measure has high de-noising. The real 

weak-edge can be detected and the interference noise will be less 

susceptible. But some edge information also be smoothed. In 
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practical application work, it is a complex programming and 

slower computing work. 

Commonly used edge detection algorithm MATLAB 

simulation: 

  

Figure 1 Prewitt algorithm   

  

Figure 2 Rober algorithm   

  

Figure 3 LoG algorithm       

  

Figure 4 Canny algorithm 

2.2 Soft morphology 
Through the edge detection algorithm on the summary can 

be seen in the image edge detection in some of the requirements 

are as follows： 

1 First of all, it is able to detect the right edge of the 

effective; 

2 Edge positioning must be high accuracy； 

3 The best response to detection is a single pixel; 

4 For the edge of different scales are better able to respond 

and to minimize missed;  

5 Unsensitive to noise;  

6 The sensitivity of detection by the edge of the direction of 

the impact should be small. 

These requirements are often contradictory, and it is difficult 

to be completely unified in one edge detector. Based on these 

classical algorithms, a new optimization algorithm was put 

forward, such as soft morphological edge detection method, 

using mathematical morphology method to sort the 

well-weighted expansion, corrosion algorithms have been based 

on the gray image edge detection algorithm. 

Based on soft forms of edge detection algorithm and using  

the characters of soft transformation, the edge information can be 

attained by the difference of the transformed image. Soft form as 

a result of transformation can be determined by three parameters, 

namely, B, A, k, so the three parameters become the basis of 

edge detection as a result of the different transformation 

monotonicity, scalability, and anti-expansion. Taking 

fkABf −⊕ ],,[  for example, Figure 5 is used to explain 

the geometric significance of edge detection.B, A as the soft 

elements form the structure of transformation，when in flat areas, 

due to fall on "the structure of the window" within the gray value 

of the points are similar, so even after the transformation of 

regional, output and input is not much difference. Once hopping 

into the gray area, gray value due to relatively are largely 

different, so the output of the transformed image near the 

gray-scale structural elements in the transition region where there 

is a "higher" than the original image. According to the expansion 

of soft forms of transformation, there is 

fkABf ≥⊕ ],,[ .If an image subtraction between 

],,[ kABf ⊕  and the input the image is taken, then 

fkABf −⊕ ],,[  reflects the image of the edge 

information. This is because when in flat areas, 

],,[ kABf ⊕  and close to the zero difference. In the 

hopping gray area, there are much difference between them. 

f
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Control structure elements of shape and size, the impact of 

extraction on the edge of their predecessors have been devoted, 

and here only to discuss the selection of k value of the impact on 

the Edge.  

As Figure 6 shows: To ,  ],,[ kABf ⊕
when k<k1, . ],,[],,[ 1kABfkABf ⊕>⊕
In this way, for the case of noise, the algorithm can be 

constructed by , in 

order to extracting the edge an erasing the noise can be done at 

the same time. 

],,[],,[ 1kABfkABf ⊕−⊕

 

Figure 5 Geometric significance of edge detection schematic 

 
Figure 6 Figure of different K value 

So the soft algorithm is following: Select the structural 

element -> Define hardcore element -> Determine K value -> 

Traverse the image by structural elements ->Hardcore loops K 

times and traverse image points, while stores the remained points 

in array -> Sort the array and select the small value of the first K 

-> Subtract with the original image. 

In the simulation, the structure elements(SE) is selected as  

SE=[1 1 1 1 1; 

 1 1 1 1 1;  

 1 1 1 1 1]*180      

The shape of SE is picked as a convexity, so that more 

useful information can be got.    

Hardcore is selected as 

Hardcore =[1 3; 

 2 1;  

2 2;  

2 3;  

2 4; 

 2 5; 

 3 3]; 

Saving all the point covered by hardcore, and loop k times. 

According the basic algorithm of soft morphology: 

fkABf −⊕ ],,[ ， for any A,B,k, 

The simulation result is given as figure 7. 

 

Figure 7 Algorithm of gray soft morphology 
2.3 The modified algorithm of edge detection 
based on soft morphology 

The original algorithm is: 

fkABf −⊕ ],,[  

The image will be inflated at first and then get a difference 

between the new inflated and the raw image. 

The modified algorithm is: 

],,[],,[],,[ 111 kABkABfkABf Θ⊕−⊕ ,  

for any A，B，k，A1，B1，k1 

The image will be inflated at first also, but then get a 

difference with opening operation of the raw image. The 

simulation result is given as figure 8. 

 
Figure 8 Modified algorithm of edge detection based on 

soft morphology 

It is indicated in the figure that the soft morphology 

exchange can restrain the image noise efficiently and detect the 

edge of the image under strong noise condition. But when the 
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edge is complex, the edge detected by simple soft morphology 

will be coarser, and the new algorithm of this paper can attain a 

single pixel wide edge. 

 

3． Conclusion 
Mathematical morphology as an effective non-linear image 

processing methods and theory, in the image processing, pattern 

recognition and computer vision and other fields, the application 

are very important. Based on mathematical morphology edge 

detection algorithm, it can overcome the shortcomings of the 

traditional edge detection algorithm, but at the same time as a 

result of a morphological filter characteristics, the use of 

morphological transformation, the edge detected relatively wide. 

This paper focuses on the image edge detection algorithm based 

on mathematical morphology 

In this paper, the commonly used edge detection algorithm 

as well as traditional morphological edge detection algorithm are 

analyzed and compared，pointing out that the characteristics of 

each, as well as inadequate, put forward a soft morphological 

edge detection algorithm on the basis, in turn to improve the 

above algorithms, and put forward a modified soft morphological 

edge detection algorithm, which can effectively detect image 

edge, while restrain the impact of noise, which has strong 

robustness. Additionally based on actual requirements, choose 

different structural elements to achieve detection of different 

purposes with flexibility. It should be pointed out, however, for 

the edge detection of image noise, performance enhancement 

based on the cost of complexity, how to reduce the amount 

calculated to meet the requirements of real-time while effectively 

suppressing noise and edge detection, will to be in further study. 
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Abstract 

Geometric modelling of tooth has a great value in medical 
applications. Common 3D models of tooth are usually 
discrete grid meshes based on the image slice sequence, 
which is not convenient for further mathematical processing. 
In this paper, based on the unorganized points from a tooth, 
we obtain a 3D model of G1-connected B-spline surfaces 
through data segmentation and parameterization. The 
equations of multiple B-spline surfaces fitting are solved by 
least-squares (LSQ) method. Finally, some examples of tooth 
surface reconstruction are provided. 
 
Keywords: Tooth reconstruction; B-spline surface; G1 
continuity; Linear least-squares fitting 

1 Introduction 

Advanced computer technology has been widely used in 
medical treatment. Various medical equipments, such as CT 
and MRI, have limitations in using 2D planar images for 
disease diagnosis and treatment. 3D reconstruction of human 
organ has been developed rapidly in recent years, including 
education, simulations and treatment [1]. The morphological 
characteristics and physiological functions of teeth are very 
important in dental sciences. In practice, doctors may suffer 
from somewhat inconvenience on dental treatment, plastic 
and even communication with patients if only documents and 
pictures are used [2]. Therefore, it is an urgent requirement to 
reconstruct virtual 3D teeth from human teeth. 
 
Buchaillard et al. presented a method to reconstruct the 3D 
shape of a tooth based on statistical models [3]. Liao et al. use 
the patient CT volume and a 3D geometric prior model to 
produce a “best-fit” patient specific 3D model of the whole 
tooth using thin-plate splines warp [4]. Wang et al. proposed 
a Special Marching Cubes (SMC) algorithm to construct 3D 
tooth based on isosurface construction [5]. Bors et al. 
proposed a binary morphological morphing algorithm of 

reconstructing the shape of various teeth from slices [6]. To 
our knowledge, little work focuses on multiple B-spline 
surfaces for reconstruction 3D tooth. 
 
Among the publications in multiple B-spline surface 
modelling, Milroy et al. proposed a procedure for achieving 
approximate global G1 continuity [7]. Another approach was 
developed by Eck and Hoppe for automatic construction of B-
spline surfaces from unorganized points with exact G1 
continuity [8]. However, the surfaces model therein is 
actually composed of Bézier patches rather than B-splines. 
Ma and Zhao present a method for fitting multiple B-spline 
surfaces with Catmull-Clark subdivision surfaces for 
extraordinary corner patches using pure linear least squares 
fitting [9]. Based on the G1 continuity of two adjacent bicubic 
B-spline surfaces with single interior knots, Shi et al. 
discussed the reconstruction of convergent G1 smooth B-
spline surfaces [10].  
 
This paper develops an approach to reconstruction 3D tooth 
from a set of measured points. The principal contributions of 
the paper and major differences between our approach and 
others are summarized as follows: 
 

 B-spline surfaces: they are widely used by most of the 
commercial medical software systems and are the de-facto 
standards in the CAD/CAM industry. 

 Unorganized points: it is easy to construct arbitrary 
topology from either 2D slice images or 3D laser 
measured data. 

 Efficiency: the final observation system of multiple 
surface fitting can be represented as a linear LSQ 
procedure. 

 Continuity: perfect G1 can be achieved by using linear 
connecting functions. 
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2 Theory of G1 continuity conditions for 
multiple connected B-spline surfaces  

We first define two B-spline surfaces ),( vuP  and ),( vuQ  
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Without lost of generality, we assume that the two surfaces 
share the same order and the same set of knots for the u -
directions and v -directions. For ),( vuP , k  is the order of the 

surface along two directions, and 3RP ∈ij  are the 

nn× control points. }{ iu  and }{ iv  kni += ,,2,1 L  are the 
two sequences of knots with ,0== kk vu  and 111 == ++ nn vu . 
The parameters for ),( vuQ  are defined in a similar way. 
 
We further assume that the two surfaces will be connected 
side by side along the v -directions with ),1( vP  and ),0( vQ  

being the two boundaries for 1G  connection. It is easy to 
verify that the sufficient and necessary conditions of 0G  
continuity between ),( vuP  and ),( vuQ  is 
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),1(' vuP , ),0(' vuQ  and ),0(' vvQ  denote three tangent vector 
functions respectively along the common boundary 

),0(),1( vv QP = . One of the sufficient conditions of 1G  
continuity between ),( vuP  and ),( vuQ  is 

),0()(),0(),1( ''' vvvv vuu QQP ⋅++⋅= γβα  (3) 

where 0>α  and 022 ≠+ γβ . We call α=)(vf and 
γβ += vvg )(  of equation (3) linear connecting functions. 

 
When constructing the topological structure for smooth 
multiple surface modelling, we adopt a boundary 
representation (B-rep) with quadrilateral domains. Each of the 
domains is filled with a B-spline surface defined by equation 
(1). Each surface boundary or domain boundary may be 
shared by at most two adjacent surfaces. Any number of 
boundaries may however meet at a common corner, as 
illustrated in Figure 1. 
 
To determine the blending functions, we proceed corner by 
corner similar to Bézier surfaces widely accepted in literature, 
called umbrella-shaped configuration. Actually, the common 
boundary will degenerate as a Bézier curve under the linear 
connecting functions [11]. Let { }N

ii 1=T  be a set of outwards 
oriented and anti-clockwise unit tangent vectors at a common 
corner P  in Figure 1. The valence N  is the number of 
boundaries (or surfaces) that meet at the corner P . Any 
control point with valence 4≠N , i.e., its valence is three or 

larger than four, is called an extraordinary corner. Otherwise, 
it is called a regular corner. 
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Figure 1: Configuration of multiple B-spline surfaces. 
 
A set of parameters { }N

iii 1,0 => βα  should be assigned to each 
of the common corners such that 

NwithNi
iiiii

mod,...,2,1
11

=
+−= −+ TTT βα

 (4) 

For the i -th common boundary, the iγ  parameter at one end 
is actually the iβ  parameter at the other end and, therefore, 
needs not be addressed separately. Similar to the construction 
of multiple Bézier patches, we should carefully define the 
parameters { }N

iii 1,0 => βα  for all common corners without 
conflict and degeneracy at each corner and with twist 
compatibility for all corners. In this paper, we adopt a 
symmetrical solution at internal extraordinary corners and an 
unsymmetrical solution at internal regular corners [12]. 
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Once the parameters { }N
iii 1,0 => βα  of all corners have been 

defined, the parameters of linear connecting functions in 
equation (3) of all common boundaries are also determined.   

3 Strategies for tooth reconstruction with 
multiple B-spline surfaces 

A set of unorganized points { }mii R 1
3

=∈P  are measured from 
the continuous surface area of a human tooth, and 

( ){ }s
jj vu

1
,

=
S  is a set of smooth connected B-spline surfaces 

that we will approximate the tooth shape. Generally three 
steps are needed to obtain the fitted B-spline surfaces.  
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3.1 Topological structure and base surface definition 

A quadrilateral topological structure of the tooth is first 

interactively defined from the point clouds { }mii R 1
3

=∈P , as 
illustrated in Figure 2. The four boundaries of each 
quadrilateral domain are represented as B-spline curves and 
are defined by fitting through a limited number of 
interactively selected sample points. 
 
After topological structure modelling, a set of approximate B-
spline surfaces { }s

jj vu
1

),(
=

S are created as base surfaces for 

the partition and parameterization of the measured points, as 
illustrated in Figure 3. The base surfaces are actually the 
initial approximation of the final fitted B-spline surfaces. 
These base surfaces are easily created from the four boundary 
curves with or without additional uni-directional interior 
curves for accurate approximation. 

3.2 Data partition and parameterization 

Data partition and parameterization are realized through a 
projection process using the base surfaces approach reported 

in [9]. After projecting all measured points { }mii R 1
3

=∈P  onto 

the multiple base surfaces{ }s
jj vu

1
),(

=
S , each point iP  in the 

point clouds will be distributed to an individual topological 
domain and associated with an index j  of a base surface with 

}1|{ sjj ≤≤ . Two location parameters ),( ii vu  of iP  
relative to the corresponding base surface are also 
simultaneously obtained. After all the measured data are 
processed, one obtains a set of location parameters 

{ }{ }s
j

m
iijij

jvu
11

),(
==

 corresponding to the partitioned data point 

{ }{ }s
j

m
iij

j

11 ==
P , where jm  is the number of measured points 

which belong to base surface jS  with mm
s

j
j =∑

=1
. 

3.3 Linear least-squares fitting 

After introducing the measured data { }{ }s
j

m
iij

j

11 ==
P  and the 

location parameters { }{ }s
j

m
iijij

jvu
11

),(
==

 into the multiple B-

spline surfaces ( ){ }s
jj vu

1
,

=
S  defined similar to equation (1), 

one obtains the following sets of observation equation  

jjjjjjjjj ZZBYYBXXB === ,,  (6) 

jX , jY  and jZ  represent the collection of x -, y - and z -

coordinates of control points of the j -th surface, jX , jY  

and jZ  represent the coordinates of the measured points 

falling on the j -th surface, and jB  is the j -th matrix 
defined by 
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where ),()( ijijij vu=⋅  for  ,...,2,1 jmi = , sj ,...,2,1= .  
 
The s  observation system of equation (6) can be collectively 
represented by the following general observation equations 

ZBZYBYXBX === ,,  (8) 

where { }sdiag BBBB ,,, 21 L= , and X , Y  and Z  represent 
the coordinates of control points of all B-spline surfaces, X , 
Y  and Z  represent the coordinates of all points measured 
from tooth. 
 
For x -component, the integrated observation equations are  

0AXXBX == :..: TSLSQ  (9) 

where 0AX =  is the collection of all 0G  and 1G  continuity 
conditions in equations (2) and (3). After eliminating some 
variables of control points X  through the variable 
substitution with 0AX = . One obtains the following 
simplified observation system for smooth multiple surface 
fitting. 

XXB =
~~

 (10)

and X~  can be solved by linear least-squares method without 
any constrains. 

( ) ( )XBBBX TT ~~~~ 1−
=  (11)

Then all X  can be obtained through the reverse variable 
substitution with 0AX = . 

4 Results and discussions 

The algorithms discussed in this paper are implemented in an 
in-house developed modelling environment built upon 
OpenGL on Windows XP (Pentium IV 1.7GHz, 512MB 
RAM). The final fitted 3D tooth is represented as a B-rep 
surface/solid model. 
 
The original measured data of the tooth in this paper include 
9337 unorganized points in Figure 2. The topological model 
of the tooth contains 11 inter-connected quadrilateral surface 
domains as shown in Figure 2. All initial base surfaces are 
shown in Figure 3 with 0G  continuity. There are in total 11 
common corner with 8 extraordinary corners of 
valence 3=N  and 4 regular corners of valence 4=N .  
 
The matrix ( )BB ~~ T  in equation (11) should be orthogonal and 
invertible if there are sufficient numbers of samples points are 
used. Precisely, it requires that there should be at least one 
sample point located within the definition domain for each of 
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the basis functions of B-spline. With too less number of 
sample points, there might be a danger of unstable solution 
(almost not invertible), while with too many points, the 
computing time will be longer. For practical fitting, we need 
to use "just enough points" for achieving stable and 
representative results. After data partition and 
parameterization, we only adopt 2816 points to fit the final 
surfaces for this example. 
 
All B-spline surfaces shown in the Figure 4 and 5 are defined 
with bi-quartic splines and uniform knots with 5=k , and the 
number of control points for each surface is 6488 =×=×nn  
in Figure 4. Each surface has 1644 =×  patches. We resize 
all measured points into the interval [-1,1] before processing, 
then, the maximum, average, minimum and standard 
deviations of the fitting errors of reconstructed 3D tooth are 
0.0722, 0.0158, 0.0003 and 0.0002, respectively.  
 

  
Figure 2: Measured points 

and quadrilateral topological 
structure. 

 

Figure 3: Base surfaces for 
data partition and 
parameterization. 

 

  
Figure 4: Fitted multiple B-

spline surfaces with their 
control points. 

Figure 5: Reconstructed 3D 
tooth with smooth connected 

B-spline surfaces. 

5 Conclusions 

This paper presents a method for reconstructing 3D tooth with 
smoothly connected multiple B-spline surfaces through linear 
least-squares fitting. A quadrilateral topological structure is 
first defined. The control mesh of the multiple surfaces is then 
automatically constructed through linear least squares fitting. 
The final fitted surfaces are smoothly connected with perfect 
G1, it is easy to process, such as prototype of artificial tooth 
in advance. Because the topological structures of one kind of 

tooth are similar, this method is quite effective and suitable 
for medical applications. 
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Abstract—A novel system for the recognition of head move-
ment gestures used to convey non-manual information in
sign language is presented. We propose a framework for
recognizing a set of head movement gestures and identifying
head movements outside of this set. Experiments show our
proposed system is capable of classifying three different head
movement gestures and identifying 15 other head movements as
movements which are outside of the training set. In this paper
we perform experiments to investigate the best feature vectors
for discriminating between positive a negative head movement
gestures and a ROC analysis of the systems classifications
performance showed an area under the curve measurement
of 0.936 for the best performing feature vector.

Keywords-Sign Language, Non Manual Signals, HMM

I. INTRODUCTION

Sign Language is a form of non-verbal communication
where information is mainly conveyed through hand ges-
tures. Since sign language communication is multimodal, it
involves not only hand gestures (i.e., manual signing) but
also non-manual signals. Non-manual signal are conveyed
through facial expressions, head movements, body postures
and torso movements. Recognizing Sign Language commu-
nication therefore requires simultaneous observation of man-
ual and non-manual signals and their precise synchronization
and signal integration. Thus understanding sign language
involves research in areas of face tracking, facial expression
recognition, human motion analysis and gesture recognition.

Over the past number of years there has been a significant
amount of research investigating each of these non-manual
signals attempting to quantify their individual importance.
Works such as [1], [2], [3] focused on the role of head pose
and body movement in sign language. These researchers
found evidence which strongly linked head tilts and forwards
movements to questions, or affirmations. The analysis of
facial expressions for the interpretation of sign language
has also received a significant amount of interest [4], [5].
Computer-based approaches which model facial movement
using Active Appearance Models (AAMs) have been pro-
posed [6], [7], [8].

The development of a system combining manual and non-
manual signals is a non-trivial task [9]. This is demonstrated
by the limited amount of work dealing with the recognition
of multimodal communication channels in sign language.
Ma et al [10] used Hidden Markov Models (HMMs) to
model multimodal information in sign language, but lip

motion was the only non-manual signal used. Their work
was based on the assumption that the information portrayed
by the lip movement directly coincided with that of the
manual signs. While this is a valid assumption for mouthing,
it cannot be generalised to other non-manual signals as they
often span multiple manual signs and thus should be treated
independently.

In this paper we evaluate techniques for the automatic
recognition head movement gestures used to convey non-
manual information in Irish Sign Language (ISL) sentences.
We propose a framework for the automatic recognition
of head movement gestures, building on the techniques
proposed by Kelly et al [11] who use a HMM threshold
model system to recognize manual signals.

II. FEATURE EXTRACTION

The focus of this work is to evaluate the HMM threshold
model framework as a system for recognizing head move-
ment gestures. For completeness, we briefly describe the
feature tracking techniques used, though we do not consider
it to be the novel part of our work.

Figure 1. Extracted Features from Image

Face and eye positions are used as features for head
movement recognition. Face and eye detection is carried out
using a cascade of boosted classifiers working with haar-like
features proposed by Viola and Jones [12]. A set of public
domain classifiers [13], for the face, left eye and right eye,
are used in conjunction with the OpenCV implementation
of the haar cascade object detection algorithm. We define
the raw features extracted from each image as follows; face
position (FCx, FCy), left eye position (LEx, LEy) and
right eye position (REx, REy).

III. HIDDEN MARKOV MODELS

Hidden Markov Models (HMMs) are a type of statistical
model and can model spatiotemporal information in a natural
way. HMMs have efficient algorithms for learning and
recognition, such as the Baum-Welch algorithm and Viterbi
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search algorithm [14]. A HMM is a collection of states
connected by transitions. Each transition (or time step) has a
pair of probabilities: a transition probability (the probability
of taking a particular transition to a particular state) and an
output probability (the probability of emitting a particular
output symbol from a given state). We use the compact
notation λ = {A,B, π} to indicate the complete parameter
set of the model where A is a matrix storing transitions
probabilities and aij denotes the probability of making a
transition between states si and sj . B is a matrix storing
output probabilities for each state and π is a vector storing
initial state probabilities. HMMs can use either a set of
discrete observation symbols or they can be extended for
continuous observations signals. In this work we use contin-
uous multidimensional observation probabilities calculated
from a multivariate probability density function.

To represent a gesture sequence such that it can be
modeled by a HMM, the gesture sequence must be defined
as a set of observations. An observation Ot, is defined
as an observation vector made at time t, where Ot =
{o1, o2, ..., oM} and M is the dimension of the observation
vector. A particular gesture sequence is then defined as
Θ = {O1, O2, ..., OT }. To calculate the probability of a
specific observation Ot, we implement probability density
function of an M-dimensional multivariate gaussian (see
Equation 1). Where µ is the mean vector and Σ is the
covariance matrix.

ℵ(Ot;µ,Σ) = (2π)−
N
2 |Σ|−

1
2 exp(− 1

2 (Ot−µ)T Σ−1(Ot−µ)) (1)

A. HMM Threshold Model

Lee and Kim [15] proposed a HMM threshold model
to handle non-gesture patterns. The threshold model was
implemented to calculate the likelihood threshold of an
input pattern and provide a confirmation mechanism for
provisionally matched gesture patterns. We build on this
work carried out by Lee and Kim to create a framework
for calculating a probability distribution of head movement
input gesture using continuous multidimensional observa-
tions. The computed probability distribution will include
probability estimates for each pre-trained sign as well as
a probability estimate that the input sign is a non head
movement gesture.

In general, a HMM recognition system will choose a
model with the best likelihood as the recognized gesture
if the likelihood is higher than a predefined threshold.
However, this simple likelihood threshold often does not
work, thus, Lee and Kim proposed a dynamic threshold
model to define the threshold of a given gesture sequence.

A property of the left-right HMM model implies that a
self transition of a state represents a particular segment of
a target gesture and the outgoing state transition represents
a sequential progression of the segments within a gesture
sequence. With this property in mind, an ergodic model, with

the states copied from all gesture models in the system, can
be constructed as shown in Figure III-A and III-A, where
dotted lines in Figure III-A denote null transitions (i.e. no
observations occur between transitions).

Figure 2. Dedicated Gesture Models

Figure 3. Threshold Model

States are copied such that output observation probabili-
ties and self transition probabilities are kept the same, but
all outgoing transition probabilities are equally assigned as
defined in Equation 2 where N is the number of states
excluding the start and end states (The start and end states
produce no observations).

aij =
1− aij
N − 1

, ∀j, i 6= j, (2)

As each state represents a subpattern of a pre-trained
gesture, constructing the threshold model as an ergodic
structure makes it match well with all patterns generated
by combining any of the gesture sub-patterns in any order.
The likelihood of the threshold model, given a valid gesture
pattern, would be smaller than that of the dedicated gesture
model because of the reduced outgoing transition probabil-
ities. However, the likelihood of the threshold model, given
an arbitrary combination of gesture sub-patterns, would be
higher than that of any of the gesture models, thus the
threshold model, denoted as λ, can be used as a non head
movement gesture measure.

B. HMM Threshold Model & Gesture Recognition

Kelly et al [11] expand on the work of Lee and Kim
[15] to develop a HMM threshold model system which
models continuous multidimensional sign language obser-
vations within a parallel HMM network to recognize two
hand signs and identify movement epenthesis. In this paper,
we expand on the work of Kelly et al to create a framework
for recognizing head movement gestures.

For a network of HMMs Λ = {λ1, λ2, ..., λC}, where λc
is a dedicated gesture HMM used to calculate the likelihood
that the input gesture is belonging to gesture class c, a single
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threshold model λ is created to calculate the likelihood
threshold for each of the dedicated gesture HMMs.

IV. NON MANUAL SIGNAL RECOGNITION

While hand gestures do play central grammatical roles,
movements of the head, torso and face are used to express
certain aspects of ISL. In this work we will focus on a
single non-manual signal, the head movement, to evaluate
our techniques when recognizing non-manual features.

A. Model Training

Our system initializes and trains a dedicated HMM for
each head movement gesture to be recognized. In this
work we evaluate our techniques using three different head
movement gestures; a left head movement, a right head
movement and a left-forward movement. A visual example
of a signer performing each of the three different head
movement gesture is in shown in Figure IV-A.

Figure 4. Example of the three different head movement gestures the
system was tested on (a) Right Movement (b) Left Movement (c) Left
Forward Movement

To train the head movement HMMs, we recorded 18
different videos of a fluent ISL signer performing the head
movements naturally within full sign language sentences.
Six videos where recorded for each head movement gesture.
Each head movement HMM λHi (where 0 < i < I and I
is the total number of head gestures) was then trained on
the observation sequences extracted from the corresponding
videos.

The start and end point of each of the head movement
gestures were labeled, the observation sequences Θi were
extracted and each HMM was then trained using the iterative
HMM training model proposed by Kelly et al [11]. A HMM
threshold model, λH is then created using the network of
trained HMMs λHi (where 0 < i < I). The set of HMMs,
to recognize the I pre-trained head movement gestures, is
then denoted as ΛH = {λH1 , λH2 , ..., λHI , λH}.

B. Head Movement Recognition

Given an unknown sequence of head movement obser-
vations ΘH , the goal is to accurately classify the head
movement as one of the I trained gestures or as a movement
which is not a trained gesture. To classify the observations,
the Viterbi algorithm is run on each model given the
unknown observation sequences ΘH , calculating the most
likely state paths through each model i. The likelihoods
of each state path, which we denote as P (ΘH |λHi ), are
also calculated. The sequence of observations can then be
classified as i if Equation 3 evaluates to be true.

P (ΘH |λHi ) ≥ ΨH
i (3)

ΨH
i = P (ΘH |λH)ΓHi (4)

Where ΓHi is a constant scalar value used to tune the
sensitivity of the system to head movement which the system
was not trained on.

C. Experiments

An accurate head movement gesture recognition system
must be able to discriminate between positive and negative
head movement gesture samples, therefore, we perform
a set of experiments to find the best feature set when
discriminating between isolated positive and negative head
gestures.

To test the discriminative performance of different feature
vectors, we recorded an additional 7 videos for each head
gesture (21 in total), where a fluent ISL signer performed
the head movement gestures within different sign language
sentences. The start and end points of the head gestures
were then labeled and isolated observation sequences Θτ

i

were extracted. An additional set of 15 other head gesture
sequence, outside of the training set, were also labeled in
the video sequences to test the performance of the system
when identifying negative gestures.

The classification of a gesture is based on a comparison
of a weighted threshold model likelihood with the weight
denoted as ΓHi . In our ROC analysis of the system, we vary
the weight, ΓHi , over the range 0 ≤ ΓHi ≤ 1 and then create
a confusion matrix for each of the weights.

To evaluate the performance of different features, we
performed a ROC analysis on the models generated from
the different feature combinations and calculated the area
under the curve (AUC) for each feature vector model. Table
I shows the AUC measurement of four different features
which were evaluated during our experiments. To calculate
the directional vector of the head, (V Hx , V Hy ), we used the
mid point between the eyes and calculated the direction
the midpoint moved from frame to frame. We used a
sliding window to average the directional vector and in our
experiments we evaluated the best performing window size
for each feature vector. Although we evaluated each feature
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vector with a range of different window sizes, we report only
the best performing window sizes for each feature vector in
Table I.

Table I
AUC MEASUREMENTS FOR DIFFERENT FEATURE COMBINATIONS

Features Window ROC
Size AUC

F1 - Unit Direction Vector (V̂ H
x , V̂ H

y ) 6 0.821
F2 - Direction Vector (V H

x , V H
y ) 12 0.936

F3 - Unit Direction Vector (V̂ H
x , V̂ H

y )
+ Angle Eyes (θeyes) 6 0.863

F4 - Direction Vector (V H
x , V H

y )
+ Angle Eyes (θeyes) 6 0.868

V. CONCLUSION

In this paper we have discussed current research in the
area of automatic recognition of non-manual signals used in
sign language. The development of a system to recognize
non-manual signals is a non-trivial task and this is demon-
strated by the limited number of works dealing with non-
manual signals in the context of sign language sentences.

We have presented a framework for recognizing head
movement gestures used to convey non-manual informa-
tion in sign language sentences. We expanded the HMM
threshold model technique, proposed by Lee and Kim [15],
to develop a system which models continuous multidimen-
sional head movement observations within a HMM network
to recognize head movements and identify head movement
gestures which the system was not trained on. We per-
form experiments to investigate possible observation vectors
which best discriminate between positive and negative head
movement gestures samples. A ROC analysis of different
observation vectors showed that the best performing vector,
with an AUC measurement of 0.936, was a two dimensional
vector describing the movement of the eye midpoint within
a sliding window averaged over 12 frames.

The significance of the research presented in this paper
is that we have developed a general technique for recog-
nising head movement gestures. With a view to developing
an automatic sign language recognition system, identifying
non-manual signals such as head movement is an important
task. In this paper we have demonstrated that our techniques
are capable of identifying typical head movement gestures
which occur in sign language sentences, therefore enable
us to determine whether or not a question was posed by
the signer. Future work will involve incorporating these
techniques into a wider framework for automatic recognition
of multi-modal continuous sign language.
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Abstract— Until recently, filming has been an analogue 

process; it requires a mechanical process to record and view, and 

the source material itself is prone to decay & abrasion [1]. Film is 

expensive to store, and prohibitively expensive to restore. All 

footage - historical, documentary or entertainment – may 

completely degrade over time. While many archival films stocks 

are currently being scanned and further damage thus prevented, 

the digital copies are far from the quality of the original. The 

types of aberrations found are varied, from frame jitter and line 

scratches to dirt and sparkle. It is the detection of the latter two 

(which are frame based abnormalities) that will be examined 

here. 

 

Keywords— Dirt, sparkle, detection, machine vision, block 

matching 

I. MOTIVATION 

Traditionally, when restoring footage, each frame of a 

motion picture reel must be cleaned carefully by experts, and, 

for an average feature length of, for example,  2 hours or 

7,200 seconds at 24 frames a second, this results in 

approximately 172,800 frames that have to be cleaned by hand. 

Aside from the mechanical method of cleaning, particular 

areas must also be identified, cleaned if dirt is present, or 

‘filled in’ if sparkle found. Sparkle occurs when the film 

surface is scratched or scraped away, usually revealing a light 
surface (silver nitrate) underneath. It manifests as a small 

white or lightly coloured blotch in a frame of footage, see 

Figure 1.  

 

 
 

Fig. 1.  Examples of sparkle encircled in the frame above. Note that in the 

preceding and following frames, sparkle will not be present in the same 

locations. 

Sparkle can occur either chemically, over time, or 

mechanically, through wear of repeated viewing. Dirt, 

however, is simply material that has stuck to the frame, as in 

Figure 2.  

 

 
 

Fig. 2.  Examples of dirt are circled above. Observe no sparkle is present at 
the  points labeled in Fig. 1. 

 

Both are often referred to simply as blotches. Given the 

time consuming nature of restoration, it is extremely 

expensive & labour intensive. In the digital era, although 

requiring less in the way of chemicals and physical storage, 

restoration is very similar to the traditional means. Once the 

source material has been scanned (usually using a 4K or 8K 

scanner) the frames are examined individually and dirt & 

sparkle identified, before being manually removed. The 

primary advantage may be said to be convenience. Digital 

automatic detection has been attempted, however. 

II. PREVIOUS DIRT AND SPARKLE DETECTION 

Industrial software exists (such as AlgoSoft, Amped and 

DIAMANT) – but the means of detection and success rate are 

unpublished; however, peer assessment & cinematic critique 

has not been favourable [2]. Previous academic research 

includes detection of dirt and sparkle by means of motion 

estimation and 3D autoregressive modelling – in particular, 

the JOMBADI (Joint Model BAsed Detection and 

Interpolation) algorithm [3]. The JOMBADI approach 

attempts to combine blotch detection and repair in a single 

step; a statistical model of the frame is created and motion 
vectors randomly adjusted until a predicted (reconstructed) 
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frame is reached (based on either prediction error or 

maximum number of iterations). This results in either very 

high computational loads and/or lack of accuracy. Global 

Motion Segmentation for blotch detection has also been 

attempted – using this technique, blotches are detected as 

‘areas’ of pixels that do not adhere to any parametric global 

interframe transformation model [4]. Being exhaustive, the 

result is also a computational load, and is subject to the 

accuracies, inaccuracies and possible contradictions of the 

various transformation models employed.  Czúni  et al have 

implemented DIMORF - a neural network for semi automatic 
detection coupled with an XML database to minimise false 

positives (by meta tagging incorrect finds in a single frame, all 

other such instances can be ignored if found in subsequent 

frames) [5]. As such, DIMORF aspires more as a semi-

automatic detection and indexing software system. Regardless 

of the means, all approaches use pixel intensities as the input 

data, and most of the systems to date (JOMBADI included) 

use block matching techniques.  

III. BLOCK MATCHING ALGORITHMS 

Employed extensively in the domain of video encoding, 

block matching generally uses motion estimated from the 
current frame with respect to the previous frame. A motion 

compensated image is then created from blocks taken from the 

previous frame. Each frame is divided into ‘macro blocks’, 

which are then compared with corresponding block and 

adjacent neighbours in the previous frame. A vector is then 

created that stipulates the movement of a given macro block 

from one location to another. The search area (of where the 

macro block should be located) is constrained by up to p 

pixels of the previous frame, see Figure 3. 

 

             
 

Fig. 3.  A sample macroblock search space. The larger p becomes, the more 

computationally expensive the process is. 

 

Usually the macro block is taken as a square of side 16 

pixels, and the search parameter p is 7 pixels. Compression is 

then achieved by means of JPEG encoded difference images - 

inherently smaller than the full, original frame [6]. 

A. Implementation  

The work completed to date has consisted of implementing 

several block matching algorithms, in order to assess their 

suitability for potential use in dirt/sparkle detection – 

previously, only a modified version of the exhaustive search 

block matching has been used for blotch detection [2]. These 

algorithms were fully implemented in Matlab, and include 

exhaustive search, three step search, simple and efficient three 

step search, new three step search, four step search, diamond 

search, and adaptive rood pattern search. 

B. Results 

As an initial means of comparison, each algorithm and their 

respective number of computations per frame were plotted, 

see Figure 4. In all cases, the macroblock size was set to 16, 

and the search parameter p was 7, as per the recommended 

values [7]. Another test was then completed with the presence 

of an artificial blotch at frame 15. Except for the adaptive rood 

pattern search, none of the other algorithms’ output changed 

to reflect the presence of a break or discontinuity in motion 

estimation for a single frame, as can be seen in Figure 5. 

Adaptive rood pattern search assumes that general motion in a 

frame is usually coherent, i.e., it attempts to anticipate the 
direction of the motion vectors; as the others do not use this 

technique, the amount of computation is unaffected. The 

adaptive rood pattern search alone was then run on a sample 

32 frame sequence, with genuine examples of dirt & sparkle 

digitally copied and placed at frames 5, 10, 15 and 20. 

However, the resultant graphs from both runs were identical, 

as in Figure 6. Only when the macroblock size was altered (to 

8) and the search parameter p dropped to 4 were useful results 

obtained, thus indicating that the detection is size and 

therefore parameter dependent, see Figure 7. The encircled 

plateaus in Figure 7 that do not exist in Figure 6 represent the 

adaptive rood’s attempt to find the closest match; finding such 

plateaus indicates the location of a potential blotch. 

 

IV. FUTURE WORK 

Further analysis and alteration of adaptive rood pattern 

search is required - in particular macroblock & search 

parameter size - as well as the potential for implementing 

detection and eventual reconstruction of the frames via 

parallel means. Statistical or machine learning classifiers may 

be applied to suspected blotches to improve classification. 
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Fig. 4 - A measure of various block matching techniques, compared on the 

basis of number of computations per frame. The sequence was 32 black and 

white frames long 

 
 

Fig. 6 - 32 frame sequence output, with macroblock and p size altered. 
 

 
 

Fig. 5 - Note the change in adaptive rood at the presence of the blotch 

 
 

 
 

Fig. 7 - 32 frame sequence output, with blotches at the indicated frames 
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Abstract—A dual Pyroelectric InfraRed (PIR) sensor node is
used for human activity monitoring by using simple data pro-
cessing techniques. We first point out the limitations of existing
approaches, employing PIR sensors, for activity monitoring. We
study the spectral characteristics of the sensor data for the cases
of varying distance between the sensor and moving object as well
as the speed of the object under observation. The sampled data
from two PIR sensors, is first processed individually to determine
the activity window size, which is then fed to a simple algorithm
to determine direction of motion. We also claim that human count
can be obtained for special scenarios. Preliminary results of our
experimentation show the effectiveness of the simple algorithm
proposed and give us an avenue for estimating more involved
parameters used for speed and localization.

Index Terms—Multi-sensor, activity monitoring, data fusion,
pyroelectric IR.

I. INTRODUCTION

Human activity monitoring has always been of much impor-
tance, because of a large class of applications, ranging from
surveillance to tracking and from smart environments to navi-
gation. Traditionally, human activity monitoring is performed
using image sensors producing large data volumes resulting
in huge data processing overheads. This may be required to
extract certain features of interest, for instance, number of
people, position, direction and speed of motion [1] to name a
few. Although activity monitoring approaches based on visual
sensor solutions provide accurate results, they require large
investment and significant infrastructure deployment. Contrary
to that, a system based on pyroelectric infrared (PIR) sensors
exploit pyroelectricity to detect an object, which is not at
thermal equilibrium with its environment [2]. PIR sensors have
seen wide deployments in commercial applications, to detect
human presence, to trigger security alarms, to control lighting.
In addition, these sensors have also found applications in
thermal imaging, radiometry, thermometry as well as biometry
[3], [4].

While a single PIR sensor is widely used for each surveil-
lance region in security related applications to detect an
intruder [5], multiple PIR sensors are needed for more ad-
vanced applications such as to achieve coverage [6], assist
video surveillance [7] as well as perform tracking [8]. PIR

sensors has been used to differentiate a still person from its
background [5]. The authors in [6] have employed four PIR
sensors to achieve 360◦ coverage while performing human
detection. Since the outputs from all four PIR sensors are
fed to the summing amplifier before feeding to the analog-
to-digital converter (ADC), this results in inaccessibility of
individual sensor outputs to the algorithm. Doing so limits the
performance of the sensor node to only human detection. A
video surveillance system using multi-modal sensor integration
is proposed in [7], where a camera-based tracking system is
integrated with a wireless PIR sensor network.

PIR sensors have also been integrated with other sensing
modalities to achieve lightweight processing. The problem of
localization in a dynamic environment is considered in [9]
by using PIR and ultrasonic sensors simultaneously. Linear
regression along with smoothing is used for distance correction
leading to accurate localization. The multi-modal sensor node
design in [6] integrates PIR sensors with acoustic and magnetic
sensors to differentiate among humans, soldiers and vehicles.
The idea is based on exploiting multiple sensor modalities to
achieve the objective.

The task of human monitoring and tracking using PIR
sensors can also be implemented in a hierarchical network.
This involves the collective actions of sensing modules acting
as slaves, a synchronization and error rejection module as a
master and a data fusion module termed as a host, as discussed
in [8]. In this particular implementation, the geometric sensor
module is designed with multiple PIR sensors, each equipped
with a Fresnel lens array to obtain a spatially modulated field
of view. In addition to tracking, PIR sensors can also be used to
detect, differentiate and describe human activity. A multimodal
system using a dual PIR sensor node for direction of motion
detection using a sensor activation sequence is presented in [7]
[10]. The usage of the polarity of the first pulse produced by
the sensor for determining the direction of motion limits the
applicability of this approach. In [11] the authors have used
PIR enabled sensor nodes with information exchange with a
base station to determine the direction and number of people.
However, this approach is limited due to the requirement for
accurate time synchronization across the sensor nodes and
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communication overhead involved. Our proposed approach
partially addresses these issues by integrating two PIR sensors
at each sensor node providing accurate timing for the sampled
data from the two PIR sensors and eliminating associated
communication overhead.

Rest of the paper is organized as follows. In Section II
we discuss the approaches taken in literature to obtain the
basic set of parameters, leading to an effective human activity
monitoring system. Section III outlines the procedure for data
acquisition and the simple algorithms used for processing that
data. In Section IV we provide the results for different param-
eters of interest obtained using simple processing techniques
discussed in Section III. Finally, we conclude in Section V
with some future directions.

II. HUMAN ACTIVITY MONITORING

Usually PIR sensors are designed as part of an overall in-
trusion detection system, where alarms are activated whenever
a PIR output exceeds a predefined threshold. Multiple PIR
sensors along with simple signal processing algorithms can
be used to obtain parameters of interest for human activity
monitoring (e.g. direction of motion, speed and distance of the
object and counting these objects to name a few). The first step
towards this objective involves distinguishing each individual
object and determining its direction of motion as it enters
the field-of-view (FOV) of the sensor. The next step involves
counting the number of human beings passing through the
sensor FOV and estimating the speed of motion. However,
there are two key issues in counting the objects, passing by,
and measuring their speed of motion.

The first issue is related to counting the number of people
passing through the area under observation. There are situa-
tions where more than one human being, for instance multiple
persons having a conversation and walking parallel to each
other are passing through the FOV of the sensor and are close
enough to one another that their collective PIR sensor output
is almost similar to the case of one person passing. This is
because the excitation duration and as a result the size of event
window are proportional to human body ‘thickness, which
appears to be the same for the two scenarios. The second issue
is related to speed measurement. Different approaches from the
literature, discussed below are limited in their applicability due
to the following key features of the sensor response:
• Signal strength at the output of the sensor is not only a

function of distance but also speed of the moving object.
For instance a relatively slow moving object at the same
distance will produce a weaker signal compared to an
object moving at a higher speed. This is can be seen
from our experimental results shown in Fig. 1. The results
in Fig. 1 also show the effect of speed on the spectral
characteristics of the output signal.

• The other key aspect of the sensor signal response is the
effect of the distance between the sensor and the moving
object. The change in distance not only affects the signal
strength, but also the spectral characteristics of the sensor
response. This can be seen from the experimental results

in Fig. 2, where a change in distance from 1 m to 2 m
results in a frequency change from 1.2 Hz to 0.55 Hz
corresponding to the strongest frequency component.

0 5
−500

0

500

Time (sec)
0 5

−500

0

500

Time (sec)
0 5

−500

0

500

Time (sec)

−10 0 10
0

20

40

60

80

100

f (Hz)
−10 0 10
0

20

40

60

80

100

f (Hz)
−10 0 10
0

20

40

60

80

100

f (Hz)

Slow Medium Fast

MediumSlow Fast

f =2.1 Hz

f =1.2 Hzf =0.65 Hz

Fig. 1. Experimental results for three different speeds and the corresponding
spectrum at a fixed distance form the PIR sensor.
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Fig. 2. Spectral characteristics as a function of varying distance between the
moving human object and the PIR sensor at a fixed speed.

A. Direction of Motion

A specialized lens arrangement is used in [11] for determin-
ing the direction of motion. Specifically, the authors reduced
the Fresnel lens horizontal span to a minimum, and choose
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a two element PIR sensor, to obtain a phase shift of 180◦ in
the sensor response for the opposite direction. This approach
is limited, since using a different lens arrangement or a PIR
sensor with an arbitrary number of elements may not give
the same response. A multimodal system using a dual PIR
sensor node for direction of motion detection using the sensor
activation sequence is presented in [7] [10]. Our approach to
the problem of direction of motion is somewhat similar to the
one in [7], but we measure the phase delay in the responses
from the two PIR sensors. The phase delay not only provides
an accurate direction detection but also helps in estimating the
speed of the moving object.

B. Human Counting

An automated people counting system using low resolution
cameras along with a thermal imagery sensor is discussed in
[12]. The two imaging systems complement each other in
counting people for the low and high density cases. A PIR
based direction of motion detection as well as counting of
humans, using a specialized Fresnel lens is proposed in [13].
Three physically distributed sensor nodes along the hallway
are used for counting people. Two different cases of people
walking in line and walking side by side are considered and
same direction of motion, for all the objects in the group, is
assumed. An accuracy of 75% is claimed for the case when
multiple persons are walking side by side.

C. Speed Measurement

The authors in [14] have used the frequency variations
as a raw indicator of speed. Twenty repetitive independent
back and forth walks are performed for three different speeds
namely fast, moderate and slow, along a fixed-path (hence at
same distance from the sensor). The authors do not consider
the variation in the spectral characteristics as a result of
varying the gap between the sensor and the walking person.
As we will observe from the empirical results, there is a
considerable difference in spectral characteristics due to the
varying distance. Hence spectral variations alone can not be
used as a measure of speed and it is necessary to take into
account the effect of distance.

Another approach used for vehicular traffic speed mea-
surement employing PIR sensors is discussed in [15]. The
proposed method is based on measuring the time, the vehicle
takes to traverse a fixed distance, between the footprints of the
FOVs of the two sensors on the roadway. Consider an object
moving at constant speed v and being detected by a PIR sensor
for the time interval t. If there are two sensors placed close to
each other, such that the midpoints of their FOVs are separated
by a distance d, as shown in Fig. 3, then

d =
∫ t2

t1

vdt, (1)

where t1 and t2 correspond to the time instances when the
moving object reaches the sensor FOV midpoints correspond-
ing to the center of the event window. The assumption here
is that the object is moving in a narrow pathway (of width

c as depicted in Fig. 3) to approximate the distance d as a
constant. This results in two sensors producing approximately
similar output regardless of how the moving object approaches
the detector. For this fixed value of d as depicted in Fig. 3,
the expression in (1) can be rewritten as

v =
d

t2 − t1
(2)

which is used in [14] for speed measurement. The result in
(2) can be used to estimate the speed of moving objects only
for constant d. This result will not be valid for human activity
monitoring, where the distance between the sensor and the
moving object changes considerably.

D. Distance Measurement

Distance estimation using two sensor nodes is discussed
in [13], where the wireless sensor nodes are installed on the
opposite sides of the hallway. They use two different features,
the relative amplitude and signal duration from two different
sensors, for distance estimation. The results in [13] show
that only region based approximate distance classification is
possible using this arrangement.

l

d

d1

d2

FOV

Dual PIR 

Sensor

c

Fig. 3. Physical arrangement of two PIR sensors and their FOV. To limit the
error due to relative proximity of the human object to the sensor we assume
that c/l ¿ 1 leading to d ≈ d1 and d ≈ d2.

III. DATA ACQUISITION AND PROCESSING

The data is either sampled directly or amplified before
sampling depending on the signal magnitude at the sensor
output. Digital potentiometers are used for dynamic amplifier
gain control to improve performance range. We have used
periodic sampling at a rate of 0.1 kHz for data sampling from
two PIR sensors simultaneously. The choice of the sampling
rate is to cover a wide range of pedestrian walking speeds.
The experiments are performed indoors under bright light
conditions.

Data from two PIR sensors mounted on a single node, for
distance and speed variation of a single moving object, is
analyzed for the spectral characteristics. Zero padding was
used to improve the resolution of our small size data set.
The frequency components corresponding to peak amplitude at
different distances and moving speeds are shown in Fig. 4 and
Fig. 5 respectively. As can be seen from the results, an increase
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in the distance results in a decrease in the frequency of the
strongest spectral component. On the other hand, increasing
speed leads to an increase in the frequency as expected.

A. Event Window Calculation

To facilitate human detection and motion tracking, the
following data processing is proposed. The duration of each
sensor excitation, including the start and end times, should
first be found. Then, the number of people as well as their
direction of passage through the sensor node viewpoint at a
given time interval can be deduced. The RMS values of sensor
outputs at event windows are recorded in an attempt to observe
its relationship with distance l from the sensor as well as the
speed of the moving object. Correlation analysis of delayed
sensor outputs is employed to calculate the relative phase delay
of both signals, one of the parameters that relates to the speed
of object passage.
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Fig. 4. Spectral characteristics as a function of distance variation between
the moving human object and PIR sensor for an approximate fixed speed of
5 km/h.

The general steps used to find the duration of sensor
excitation in the form of event window w is illustrated in
Fig. 6. As can be seen from Fig. 6, the first low-pass filter
is responsible for removing the background noise inherited in
the sensor signals and can be different for indoor and outdoor
situations. Currently, a third-order Butterworth filter with a
cut-off frequency of 5 Hz is employed. The filtered and full-
wave rectified signal is then quantized prior to the application
to second low-pass filtering. Each individual temporal sensor
excitation is segmented by the second first-order Butterworth
low-pass filtering with a 0.5 Hz cut-off, which creates an
‘enclosure’ envelope for each excitation. Finally, a gradient
search on the binary signal is performed in each enclosure to
detect the event window start and end times, and hence the
duration of sensor excitation.
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Fig. 5. Variation of spectral characteristics as a function of human speed at a
fixed distance of 2.8 m. Experiments for speeds ranging from ”slow walking”
to ”running” are performed.
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Fig. 6. Block diagram of data processing from single PIR sensor sampled
at 10 msec.

During testing, a minimum distance of l (Fig. 3), currently
set at 2 m, is used to prevent saturated sensor excitation. Also,
it is found that the absolute mean sensor outputs provides more
accurate timing information of node excitation compared to
zero-mean outputs. This is because a more effective low-pass
filtering is possible for non-negative signals compared to the
ones with fluctuations above and below the mean value.

B. Human Counting

Due to the incorporation of two PIR sensors in a sensor
node, the approaching direction of a human with respect to
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the sensor node can readily be checked by comparing the sign
of the phase delay between the two sensor outputs. The phase
delay can be readily computed as

φdelay = arg max
φ

[C(y1(ts1 , te1),

−y2(ts2 + φ, te2 + φ))] (3)

where φ is the relative phase delay in the output from sensor
2 with respect to the sensor 1 output, C denotes the cross-
correlation between two signals, y(a, b) represents the sensor
output within interval a and b while ts and te are the start
and end times of an event window, respectively. Note that
the negative polarity in y2 is to account for the physical
arrangement of the two PIR sensors, which are mounted 180◦

phase shifted on the sensor board. Taking this into account
would produce a higher average Cmax than performing cross-
correlation analysis for the two sensor outputs with the same
polarity. The magnitude of the phase delay is also related to the
speed v of human motion, while the magnitude of maximum
correlation,

Cmax = C(y1(ts1 , te1),−y2(ts2 + φdelay, te2 + φdelay)) (4)

indicates the accuracy of phase delay matching. A value of
Cmax approaching unity suggests near perfect matching. In
practice, a maximum absolute phase delay threshold |φmax|
should be included in the data processing to prevent matching
with sensor excitations from the previous or the following
event windows.

C. Speed and Distance Measurement

Since the speed and distance affect the signal amplitude as
well as frequency, it becomes a non-trivial task to measure
both parameters simultaneously. One possible approach is to
employ multiple sensor nodes and combined their relative
position information to estimate these parameters. Alterna-
tively, we can fix one of the parameters to estimate the other,
although this leads to a solution with limited practicality.
Another possible solution is to consider using multiple sensor
modalities to resolve for one parameter. For instance using an
ultrasonic sensor we can estimate the distance fairly accurately
[9], which can be used to extract the speed from frequency.

IV. EXPERIMENTAL RESULTS

This Section presents some preliminary results on human
activity monitoring. Fig. 7(a) shows the raw output of one of
the sensors and the event window duration (marked as vertical
solid lines with their equivalent numerical values shown in
black above the event window) corresponding to the variation
in the distance. The numerical values in grey represent the
envelop of the filtered signal. The result in Fig. 7(b) shows
the results for the variation in speed. As can be observed
from Fig. 7(a) that event window duration varies between
3.17s and 1.73s for different distances while for the case of
speed variation the event window varies between 4.68s and
1s. By minimizing the event window variation for the case
of different distances, it can be used for differentiating the
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Fig. 7. The raw sensor signal for a moving object and the resulting windowed
output for a given threshold level for (a) increasing distance at an approximate
speed of 5 km/h, (b) increasing speed at a fixed distance of 2.8 m. The raw
signal is obtained from a 10-bit ADC with thresholds at 10 and 1000 to avoid
saturation.

signal spectral changes due to varying speed from those due
to varying distance.

The data from two sensors is processed and the maximum
cross correlation is computed in order to obtain the phase
delay. Table I gives the phase delay corresponding to different
distances. Since the person was walking back and forth in
front of the two PIR sensors, the resulting phase delay has
corresponding sign reversals to show the direction of motion.
Table I also gives the cross-correlation coefficients at different
distances. This approach for determining the direction of mo-
tion is more robust and generalized compared to the polarity
based special case. An increase in the phase delay due to
increasing distance is because of larger separation between
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TABLE I
CROSS-CORRELATION BASED PHASE DELAY VARIATION AS A FUNCTION

OF DISTANCE FOR v = 5 km/h.

Distance (m) Phase Delay Cross-correlation Coefficient
1.3 0.5100 0.7012
1.3 -0.4300 0.8341
1.8 0.7700 0.8980
1.8 -0.6300 0.8694
2.3 0.8300 0.9224
2.3 -0.8300 0.8608
2.8 1.0600 0.8730
2.8 -1.0000 0.6667
3.3 1.1200 0.7927
3.3 -1.0100 0.6537
3.8 1.3600 0.6677
3.8 -1.0900 0.5324

TABLE II
CROSS-CORRELATION BASED PHASE DELAY VARIATION AS A FUNCTION

OF SPEED FOR l = 2.8 m.

Speed (Kmph) Phase Delay Cross-correlation Coefficient
1 2.6900 0.7116
1 -2.0900 0.7878
2 2.0500 0.8217
2 -1.6200 0.7995
3 1.1400 0.8341
3 -1.0800 0.8067
5 1.1000 0.8635
5 -0.9800 0.8171

10 0.6400 0.9130
10 -0.6200 0.8372
15 0.3700 0.8399
15 -0.4200 0.7909

the mid points of the FOVs of the two PIR sensors. The phase
delay variation for different speeds and a single object moving
back and forth, is provided in Table II. As expected, the phase
delay corresponding to higher speed of motion is small, i.e.
0.37 and −0.42 in contrast to the phase delays of 2.69 and
−2.09 corresponding to very slow speed.

Using the event window duration and the direction of
motion, the objective of counting people can be achieved for
the cases: 1) a single person enters or exits at an entrance: 2)
multiple people enter or exit in a queue. In the case, where
multiple people walking in a queue are close to each other,
the sensor excitations do not have any region of inactivity
separating the sensor excitations. However, the knowledge of
phase delay can be used to get a rough estimate of the speed,
which along with event window duration provides the count
of the people present in the queue.

We have also studied the effect of distance and speed
variations on the received signal strength. Root mean square
(RMS) is used as a measure of received signal strength
variation. Fig. 8 shows the normalized RMS corresponding
to its event window duration as a function of distance. The
results show closeness of the RMS values for two opposite
directions of motion. The RMS variation as a function of the
speed of the moving object is shown in Fig. 9, where the
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Fig. 8. The Normalized RMS, based on event window duration, as a function
of distance variation for v = 5 km/h.
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Fig. 9. The Normalized RMS, based on event window duration, as a function
of speed variation for l = 2.8 m.

responses are different for opposite directions of motion. This
is due to the fact that the two sensors had different background
views.

To obtain an estimate for the speed a simple algorithm
is not possible, because different parameters varying with
speed are also affected by distance. For instance, as we
observed earlier that the duration of event window changes
from 3.17s to 1.73s at different distances for fixed speed v
compared to a variation of 4.68s to 1s for the case when
the speed is changed for a fixed distance l (Fig. 7). As a
result we may not use event window duration for reasonably
accurate estimate of distance. This implies that the use of the
event window duration along with frequency and amplitude
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parameters may not lead to simple algorithms to determine
the distance parameter accurately. On the other hand, from
Fig. 5, signal frequency changes approximately linearly and is
a more reliable parameter for speed estimation by fixing the
distance parameter l. Using a curve fit to the speed data in
Fig. 5 we obtain the linear relationship of f = 0.0867v +0.3,
which can be used to estimate v provided l is fixed. In future
we plan to use ultrasonic sensor for estimating the distance
along with PIR sensors to develop an improved human activity
monitoring system.

V. DISCUSSION AND CONCLUSIONS

We have developed lightweight signal processing algorithms
for sensor nodes equipped with dual Pyroelectric InfraRed
(PIR) sensors to achieve the objective of human activity
monitoring. First the limitations of the existing approaches for
activity monitoring are discussed. Next the spectral character-
istics of the sensor data for varying distance and speed of the
moving objects are analyzed. Data from dual PIR sensor nodes
is first processed individually to determine the activity window
size, which is then used to determine direction of motion.
Human count for special scenarios can be obtained using the
direction of motion and event window durations. Preliminary
results of our experimentation show the effectiveness of the
simple algorithms proposed. In future, we intend to extend
the proposed algorithms for estimating the object speed and
localization using distributed algorithms, involving multiple
sensor nodes with collaborative sensing, while achieving a real
time implementation.
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Abstract

Trace level measurements of gases play important 
roles in many fields, especially in industrial process
control for purpose of optimizing the process, reducing 
the energy consumption, improving the production 
efficiency and safety. In this article as example, 0-
20ppm trace H2S in natural gas has been measured by 
means of off-axis integrated cavity output spectroscopy 
(OA-ICOS) technology. The off-axis alignment 
geometry was used to eliminate the problem of mode 
matching between laser and optical resonant cavity. 
And in order to gain higher measurement resolution, 
the wavelength modulation technique was also 
employed in the system. Experiments demonstrated
that the repeatability of instrument in H2S 
measurement was 0.30ppm ( 3 ) and the linearity was 
less than 3% F.S., which met the requirement of trace 
H2S measurements in petrochemical or natural gas
industry.
Keyword: OA-ICOS, DLAS, wavelength modulation, 
H2S

1. Introduction

Accurate measurement for trace H2S is much 
significant to petrochemical process analysis, natural 
gas storage and transportation security, environmental 
monitoring and health care. For instance, purification 
plant, gas transport stations and CNG (compressed 
natural gas) stations need to measure the trace H2S in 
range of 0-20ppm in order to prevent corrosion of 
pipelines. Traditional methods for H2S measurement
include lead acetate strips, gas chromatography and 
electrochemical technology. But the disadvantages of 
these methods are high drift, slow response, etc. In 
addition, lead acetate strips and gas chromatography 

will consume a large amount of materials and high 
maintaining costs. Diode laser absorption spectroscopy 
(DLAS) can solve above problems, however, DLAS 
can not detect such a low concentration of H2S [1].

Various methods and techniques based on DLAS
have been developed, which include direct absorption 
spectroscopy[2], wavelength modulation (WM) 
spectroscopy and frequency modulation (FM) 
spectroscopy[3], photo-acoustic spectroscopy[4], 
cavity ring-down spectroscopy (CRDS)[5], cavity
enhanced absorption spectroscopy (CEAS)[6] and 
integrated cavity output spectroscopy (ICOS)[7], etc. 
They all show different sensitivity and accuracy in 
trace gas measurement. In 2001, J. B. Paul[8] proposed 
the off-axis integrated cavity output spectroscopy,
which had simple structure and it was a great 
improvement for high finesse optical cavity
spectroscopy. 

Combining the advantages of OA-ICOS and WM-
DLAS, this paper has developed a gas analysis 
instrument with simple structure. This instrument uses 
diode laser and photoelectric detector without
piezoelectric transducer, chopper, APD, and other 
complex and expensive devices which makes the 
instrument more stable and cheaper. Meanwhile, the 
instrument uses wavelength modulation methods, 
which compress the noise and achieve the higher 
detection sensitivity. In this article, the trace H2S in 
range of 0-20ppm is accurately and sensitively
measured using OA-ICOS in near infrared wavelength.

2. OA-ICOS principle

2.1. The cavity mode matching
From the Fabry-Perot theory, the stability condition 

of optical resonator defined by the inequality: 
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where d is the cavity length, 1R and 2R are the 

mirror curvatures. In the resonant cavity, the light beam 
can reflect multiple times between high reflectivity 
mirrors for tens of thousands of times. However, the 
interference of cavity resonances arises because of the 
periodic boundary condition imposed by the mirror 
surfaces. Only the light which frequency matches the 
resonance transmission spectrum can pass through the 
cavity and the other beams will be compressed. In the 
case of coaxial, the FSR (free spectral range) of the 
cavity is directly determined by the cavity length. In the 
coaxial cavity ring-down cavity and coaxial ICOS, 
piezoelectric transducer is often used to change the 
cavity length, so that the single-frequency laser can be 
locked to a separate single resonance mode of the 
cavity. It is therefore complex and expensive.

In the 1960s, Herriott and others first investigated
the off-axis coupling into the optical cavity [9, 10] and
the OA-ICOS was developed based on Herriott’s off-
axis aligning[8]. In the off-axis aligning case, the laser 
beam makes multiple reflections within the cavity 
before two light spots overlap on one mirror surface.
The resonance distance increases remarkably, and the 
FSR therefore reduces. If the number of optical round-
trip passes is much enough and FSR will small enough,
and the cavity transmission will be averaged versus
frequency. That means the light beam can pass through 
the cavity without mode matching between single 
frequency laser and resonance mode of cavity. For 
example, 0.5 m length cavity has the FSR of 300MHz, 
if the beam passes 100 round trips, the cavity resonance 
distance will be 200 times of cavity length, the FSR at 
this time reduced to only 1.5MHz, but the line-width of 
diode laser used in spectroscopy is about 10 ~ 
100MHz, and the FWHM of the gas absorption lines in 
near-infrared wavelength is in the 1GHz magnitude. In 
this paper, the number of optical round-trip passes has 
been increased to 300 times. The mode matching 
problem has been solved successfully.

2.2. Absorption enhancement

In the OA-ICOS, light transmission also follows the 
Beer-Lambert Law: 

LvCLv eIeII )(
0
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0
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where 0I is the intensity of incident light, )(v is the 

absorbance in unit length, C is the concentration of 
gas,  is absorption cross-section, L is the effective 
optical path length, v is the center frequency of 
absorption line.

Laser beam goes through the gas in cavity many
times and the effective optical path length increases 
remarkably. In OA-ICOS, effective optical path length 
is related to the reflectivity of the cavity mirrors, cavity 
length and other parameters, as follows [11]: 
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where R is the reflectivity, d is cavity length. 

If %.9799R  , 18 cm1056v  .)( (equivalent to 

10ppm H2S gas absorption in the 1cm
length), 5m0d . , the effective optical path length will 
be 1666mL  , which increased of 3333 times of 
cavity length. Compare to the traditional single path 
length instrument, absorption has been increased
remarkable and much lower minimum detection limit is 
achieved.

2.3. WM-DLAS

OA-ICOS is combined with the high sensitivity 
WM-DLAS technology. The diode laser is tuned by a 
modulation signal, which combines sinusoidal wave 
signal and triangle wave signal. Laser wavelength 
tuned by the triangle wave signal scans the absorption 
line of measured gas. And the wavelength is modulated 
by sinusoidal wave signal simultaneously. The 
transmission signals are received by photo-electronic
detector and passed through the high-pass filter, then a 
phase-sensitive detector “locks in” and amplifies the
second harmonic signals. The signals are proportional 
to the concentration of gas [12], as follows: 
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where )(TS is the absorption intensity of the

absorption lines, the linear function 

)]([ uacosvvg 0  represents the shape of the 

absorption lines, P is the pressure. At the same time, 
the photo-electronic detector signals pass through the 
low-pass filter, so we can get DC components:
                                 0IDC                             

[5]
   From equation 4 and 5, the gas concentration can be 
solved:
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where u)du((u)]avvg[B(P,T)
π

π
2coscos0   is 

the compensation matrix which is related to the shape 
of absorption lines, K is calibration factor, and 0b is 

zero factor.

3. Experimental

The experimental setup employed in the present 
work is depicted in figure 1. Highly reflective 25.4 mm
diameter concave mirrors (1 m radius of curvature)
separated by a 50 cm stainless steel spacer formed the 
optical OA-ICOS cavity. The reflection coefficient for 

the ultra-low-loss mirror was estimated to be R ≥

99.95% using a CDRS approach. After focused by a 

small aperture convex lens, the laser beam was 
collimated. Collimated light was injected into the 
cavity through one mirror. And the angle between light 
and cavity axis was about 1º. At the other side of the 
cavity, a convex lens was used to collect emission 
beam from cavity, and a photoelectric detector was 
placed at the focal point of the lens. After processed by 
circuit, the DC signal and second harmonic signals 
( 2fS ) were derived from the signals received by 

photoelectric detector. Then the gas concentration can 
be solved by equation 6.

Figure 1. The schematic diagram of the 
instrument

A DFB laser was used as light source operating in 
the near infrared. Frequency turning of the single mode 
diode laser can be carried out by the current (over more 
than 1 cm−1).  Laser modulation signals were generated 
by a function generator. The frequency of sinusoidal
wave was 15 kHz, frequency of triangle wave was
100Hz, and triangle-wave range determined the scan 
range of laser wavelength.

In this article, the measured absorption line of H2S
was in 1.55µm wavelength region[1]. Under the normal 
pressure and room temperature, the absorbance of 1% 

H2S in 1 cm path length is 6.5 × 10-5 cm-1. The 
following diagram is the absorption spectrum of H2S in 
near infrared region:
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Figure 2. Absorption spectrum of H2S in 
1% concentration and 1 cm path 

length under normal pressure and 
room temperature.

4. Results and discussion

4.1. Linearity 
The full measurement range of the H2S was 20ppm.

after zero calibration, 35% F.S. (7ppm), 50% F.S.
(10ppm), and 70% F.S. (14ppm) of standard gas were 
separately flowed through cavity. Second harmonic 
signals are showed as following figure 3, as well as the 
figure which shows the relationship between signal 
intensity and the concentration in the upper right corner 
of figure 3. The linearity is less than 3% F.S. .

0 40 80 120 160 200 240

0.89

0.90

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0 5 10 15 20
0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

2f
 
si

gn
al

 i
nt

en
si

ty

Poi nt  number

 0 ppm
 7 ppm
 10 ppm
 14 ppm
 20 ppm

Li near  ac cur acy  ≤  3% F. S.

Figure 3. Linearity of the instrument in H2S
measurement

4.2. Repeatability
With different concentrations of H2S standard gas, 

the measurement results are shows in the figure 4. The 
peak-to-peak deviations of output with constant input 
can be calculated from figure 4. The measurement
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repeatability is normally defined as 3 times of
statistical standard deviation, 0.30ppm3  . 
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Figure 4. The measurement repeatability of the 
instrument in H2S measurement

4.3. H2S measurements in natural gas
When measuring natural gas, methane absorption 

lines are common. Methane has several overtone and 
combination absorption bands in the near-infrared 
wavelength range. At a wavelength of 1.56~1.63μm，
H2S has strong absorption lines, but methane is still 
absorbing light at a low level. The situation is fairly 
similar in the case of other hydrocarbons, too. Due to 
the lack of rotationally resolved absorption lines these
molecules have broad background-like absorption, 
which varies slowly within the wavelength-tuning range 
of the diode laser. It became obvious that reliable 
measurement of H2S in nature gas was only possible if 
a reference gas that had the H2S removed was used to 
determine and subtract the methane content from the 
H2S measurement. Figure 5. shows the spectral 
response of the H2S analyser using this differential 
method. Figure 6. illustrates the linearity of the system.
The reference gas was generated by letting the natural 
gas flow through an absorbing cell that contained
Fe2O3 and FeO as a H2S scrubber.
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Figure 6. The linearity of 0~10ppm H2S

5. Conclusion

In this article, we have measured trace H2S by a 
combination of OA-ICOS and WM-DLAS. Laser beam 
is injected into the high finesse resonant cavity by off-
axis aligning methods. It resolves the mode matching 
problem between laser frequency and mode of resonant 
cavity, and simplifies the structure of instrument. By
combined with WM-DLAS technology, it improves the 
detection sensitivity of the instrument. By making light 
beam multiple reflect in high finesse resonant cavity, it 
increases the effective optical path length significantly, 
so that lower minimum detection limit. Experiments 
demonstrate that the measurement repeatability of 
instrument is 0.303ppm ( 3 ), linearity is less than ± 
3% in range of 0-20ppm. The instrument meets the 
trace H2S measurement requirement in petrochemical 
and natural gas industry.
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Abstract

Worldwide environmental  monitoring has become  
evermore  important  due  to  the  increasing  pollution  
caused  by  human  activities  and  also  as  a  result  of  
climate  change.    The  measurement  of  a  wide 
spectrum of environmental parameters is very labour 
intensive  and  costly  using  the  current  conventional  
sampling  methods  whereby  samples  are  normally  
collected  and transported  to  laboratory  for analysis  
or  hand  held  devices  are  used  for  on-the-spot  
measurements.   These approaches are expensive and  
result  in  very  low  measurement  frequency.   To  
increase  temporal  and  spatial  resolution,  geosensor  
networks using various techniques including wireless  
autonomous  sensing,  low cost  sensor  networks  and 
information  extraction  from  web  available  satellite  
remote  sensing  data  are  required.  We describe  and  
demonstrate on-going work on using remote sensing  
to  monitor  atmospheric  NO2 levels  in  Ireland  and  
novel in-situ gas sensing. . 

1. Introduction

Human activities are the main  source of pollution 
in modern day society. Agricultural wastes leached out 
from  farm  land,  toxic  wastes  emitted  from  various 
industries  and  commuter  cars  that  are  pumping  out 
toxic chemicals  have numerous impacts  in  our  daily 
lives. It  is changing the weather,  affecting our health 
and  also changes  our  lifestyle.  Modern  lifestyle  is  a 
double blade sword – it  makes life more comfortable 
but also known to contribute greatly to environmental 
destruction  and  pollution.  It  was  unthinkable  for 
people in the eighties of the last century to carry with 
them a  bottle  of water  whenever  they went  out  and 
that the water could come from many thousand miles 
away. Combined with the disposable culture that  was 
created  by high  through  put  and  mass  production, 
driven by consumer market, the level of pollution and 

destruction of our environment escalated at a pace the 
earth has never seen before.  

Environmental  monitoring  and  pollution  control 
are  becoming  urgent  tasks  in  light  of  the  climate 
change  we experience  in  recent  years.  As  a  result, 
water  resources  in  some  area  have  become  less 
available whereas in other places, flooding and related 
water pollutions are occurring in higher frequency and 
severity.  On  the  other  hands,  the  ever-increasingly 
dependency on fossil fuels of our society, contributes 
to  the  pollution  in  air,  land  and  water  bodies. 
Consequently,  environmental  protection  is  much 
needed  to  safeguard  our  very own existence  in  this 
increasingly hostile world. Facing such huge scale of 
pollution  and  environmental  change  that  affects  all 
human  lives,  the  task  of monitoring  water,  soil  and 
atmosphere parameters is also a global challenge that 
all countries are obliged to take considerable effort in 
monitoring and controlling the pollution level.

Geosensor networks are being deployed which use 
various  techniques  including  wireless  autonomous 
sensing,  low cost  sensor  networks  and  information 
extraction from web available satellite remote sensing 
data to increase the temporal and spatial resolution of 
environmental  monitoring.  The  adaptive  sensors 
group [1] are involved in the development of sensors 
and  sensor  networks  for  air  and  water  quality 
monitoring (e.g. [2,3]) as part of the Clarity, centre for 
sensor web technologies [4]. In-situ sensors can give 
precise information for particular  points; they do not 
have sufficient  coverage to give information even on 
regional  level.  Remote sensing  is  used  to  provide a 
more  complete  picture  of  pollutant  dispersion  at  a 
much larger scale. To support in-situ sensing, remote 
sensing which covers larger spatial areas are required, 
e.g.  satellite-based  systems  can  gather  data  for  the 
whole globe.  We will  describe  and  demonstrate  on-
going  work  on  NO2 levels  in  Ireland  using  remote 
sensing data from satellites. This includes developing 
visualisation  techniques to automatically process and 
present data in a useful manner. 
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One  example  of a  remote  sensing  satellite  is  the 
Environmental  Satellite  (ENVISAT)  built  by  the 
European  space agency (ESA).  The  satellite  hosts  a 
suite of instruments which can be used for measuring 
ocean  currents  and  ocean  topography;  landscape 
topography  and  the  presence  of  snow  and  ice; 
measuring  ocean  colour  and  biology  (e.g.  algal 
blooms);  vegetation  types;  presence  of  clouds; 
precipitation;  sea  surface  temperature;  and 
atmospheric  chemistry.  One  instrument  on  onboard 
ENVISAT  is  the  Scanning  Imaging  Absorption 
SpectroMeter  for  Atmospheric  CartograpHY 
(SCIAMACHY)  instrument  which  is  a  satellite 
spectrometer  designed  to  measure  solar  radiation 
transmitted,  backscattered  and  reflected  from  the 
atmosphere.  The  data  is  recorded  at  relatively high 
resolution in the ultraviolet, visible and near infrared 
wavelength region. This system produces valuable raw 
data which are made available online in their web site. 
However,  useful  information  can  only  be  obtained 
after complicated data extraction and processing.

There  are  two  basic  reasons  for  using 
SCIAMACHY:  (1) Pollution does not respect borders 
– we need to examine the trans-boundary transport of 
pollution. (2) There has been a worldwide increase in 
tropospheric green-house gases. Therefore we need to 
determine the situation in Ireland  with respect to the 
rest of Europe and the World. 

How  do  we  show  that  pollution  moves  across 
borders?  Examining  the  accumulation  of  NO2 over 
long  periods can  reveal  the  location  of NO2 sources 
and also indicate the typical movements of this gas. In 
the context of Europe, Ireland has relatively low NO2 

rating (which reflects the low population). 
It  is  often  a  cumbersome  task  to  extract  useful 

information  from  the  vast  sea  of  data  collected  by 
satellite-based instruments. Huge amounts of raw data 
are  downloaded  from  which  selected  data  from  the 
geographical  zone of interest  are  then  extracted  and 
classified. From the processed data, we apply a simple 
visualisation technique that allow users to browse the 
overall results and to find data of interest (see section 
II).  This work is being done to complement  work in 
wireless  chemical  sensors  which  is  highlighted  in 
section  III.   A  complete  picture  outdoor  air  quality 
monitoring  requires  the  integration  of  in-situ  and 
remote sensing data.

2. Visualising data

Online web based data browsers from SCIAMACHY 
already  exist,  e.g.  the  SCIAMACHY  tropospheric 
DOAS nadir  data  browser  [5].  However,  a  general, 
low-resolution  visual  data  are  presented  which  falls 
into a number of views with the one giving the most 
coverage  of  Ireland  being  a  European-wide  view. 
Although such views are useful, a European-wide view 

will likely show the highest levels of NO2 over parts of 
the UK and the Benelux countries and are not useful 
for in-depth  analysis  of individual  countries  such  as 
Ireland. 

For the purposes of clarity we would like to present 
users  with  a  visualization  of  location-specific  NO2 

levels with respect to a particular period such as that 
shown in Figure 1, which highlights Ireland and part 
of  UK.  Ideally,  images  of  NO2 levels  are  made 
available  online  where  raw  data  from  which  these 
images  are  created  can  be  accessed  through  the 
browser.  Because these images are made up of boxes 
covering  areas  where  average  values  of  gas 
concentration are represented by a colour scheme. We 
consider  these  images  as  only  an  approximate 
representation of the data; especially when a long time 
frame is selected. These images are best used to give 
an  overview of the  gas  dispersion  and  raw data  are 
available when requested.

Figure 1: The NO2 levels are measured by the SCIAMACHY 
instrument  on  the  Envisat  satellite.  In  this  example  the 
atmospheric  volume  directly  under  the  satellite  is  observed 
(nadir). Each scan covers an area on the ground of up to 960 
km across track with a maximum resolution of 26 km x 15 km.

In  this  work  we  use  a  collection  of  applications 
(including  VISAN  [6])  and  scripts  to  create  the 
images  similar  to  that  in  Fig.  1.  The  images  are 
represented by contour  plots of NO2 vertical  column 
densities with geo- referencing information that can be 
displayed  and  interacted  through  programs  such  as 
ArcGIS  explorer  and  Google Earth.  These programs 
are preferred to Google Maps (see Fig. 2) as they can 
display  more  data  points.  These  images  are 
automatically generated from data made available by 
the  ESA.  The  process  of creating  the  contour  plots 
works  as  follows:  (1)  Satellite  data  products  in  N1 
format  are  converted to ASCII format  using  VISAN 
[5];  (2)  the  data  is  smoothed  using  inverse  squares 
(Cauchy weight  function);  (3)  the  contour  plots  are 
created from this smoothed data (see Fig. 3). Currently 
contour  plots  are  made  for  monthly  data  sets.  The 
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colour coded data that are used to create the data plots 
are shown in  Fig.  2,  where a map-based interface is 
used to indicate the locations from which the data are 
collected. 

Figure 2: The SCIAMACHY instrument operates in three modes 
Nadir,  Limb,  and  Occultation.  For  a  single  day  the  Nadir 
measurements do not cover all of Ireland (and the UK) and so 
data is typically built up over several weeks. For example, on 
this day although most of northern Ireland was not covered by 
the nadir measurement.

Monthly plots are chosen as  the SCIAMACHY may 
pass  over  parts  of  Ireland  every  1  to  3  days  and 
measures  in  three  viewing  geometries:  Nadir,  Limb, 
and  Occultation.  In  Nadir  mode  the  atmospheric 
volume  directly  under  the  instrument  (i.e.  the 
spacecraft) is observed. In Limb mode the instrument 
looks at the edge of the atmosphere. Using only Nadir 
or Limb modes global coverage is achieved within  3 
days (for 960 km swath width). So for any individual 
day there are blank areas where no data is available 
(see Fig. 2).

3. Chemical sensor networks

Yearly  NO2 data  from  SCHIAMACHY  over  the 
Dublin  region  in  Ireland  is  presented  in  Fig.  4. 
Remote  sensing  data  can  provide  background  level 
information for parameters of interest over very large 
areas. However, the resolution of these sensors means 
that  we still  need  in-situ  sensors  to provide a  more 
accurate local pollution level to complete the picture. 

Commercial  gas sensors generally lack selectivity, 
require  high  operation  voltage and  have high  power 
consumption.  This  demands the development  of new 
low-powered  novel  sensing  techniques  that  can 
measure  gas  concentrations  required  by  the 
atmospheric  pollution  control  [7].  The  adoption  of 
wireless  sensor  networks  adds  another  parameter  to 
using  gas  sensors;  namely  that  they  should  be 
relatively cost effective to ensure affordability. 

One  interesting  area  is  the  use  of  colorimetric 
sensors  whereby  a  colour  change  indicates  the 
presence (and amount) of a chemical species. A simple 

polymer based colorimetric sensor can be fabricated by 
dissolving  the  pH  indicator  dye  into  a  polymer 
solution [8]. This polymer formulation can be coated 
onto  to  the  surface  of  low-cost  optical  sensor 
component such as LEDs. Thus a low-cost low-power 
wireless  sensor  networks  based  on  optical  sensing 
system can be realized (see Fig. 5). The current focus 
of  WSN  research  tends  to  be  on  hardware, 
communication protocols and power management and 
also  on  simulation/modelling  of  these  networks. 
Clearly research has to be carried out on these areas to 
solve fundamental  issues concerned. However, sensor 
nodes  are  platforms  for  hosting  (chemical, 
biochemical) sensors and, as such, consideration must 
also  be  given  to  the  sensor  development  and 
integration as they provide the vital information on the 
environment.  

There is still a large gap between the development 
of wireless sensors networks and the development of 
chemical  sensors  as  research  into  both  are  still 
essentially discrete fields despite the growing interest 
in merging these two disciplines.  However, Wireless 
chemical  sensor  networks  have  been  deployed  in 
controlled environments [3,8] but these could easily be 
modified to use in  outdoor scenarios.  These wireless 
chemical sensors networks can be used to compliment 
the  remote  sensing  technique  to  provide  a  more 
complete picture of the environment.

4. Conclusions

To  increase  the  temporal  and  spatial  resolution  of 
environmental  monitoring,  Geosensor  networks  are 
being  developed.  These  networks  use  various 
techniques  including  wireless  autonomous  sensing, 
low cost sensor  networks and  information  extraction 
from  web available  satellite  remote  sensing  data  to 
monitor the environment.

We described on-going work on NO2 levels in Ireland 
using  data  from  SCIAMACHY  and  also  outlined 
ongoing work on wireless chemical  sensor networks. 
Currently the  satellite  data  is  being  used to provide 
information background levels of various tropospheric 
gases. 
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Figure 3: Monthly averages of NO
2
 levels over the Dublin area for 

2007. The data was derived from SCIAMACHY data products 
provided by the European Space Agency. Remote sensing data 
can provide background level information for parameters of 
interest over very large areas. However, the resolution of these 
sensors means that we still need in-situ sensors to provide a 
complete picture.
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Figure  5.  An  example  of  LED 
based optical sensor platform.
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Abstract—We consider an optical burst switch with and with-
out tuneable wavelength converters and with varying numbers
of fibre delay lines. We propose a virtual flow model of traffic
within the switch and apply the Equivalent Random Method
to resolve blocking probability analytically. Our emphasis is
on approximate models with good numerical efficiency in the
solution. Analytic results are compared to results from discrete-
event simulations.

I. INTRODUCTION

In recent years, Optical Burst Switching (OBS) [1] has

been proposed as a possible near-term solution to utilise the

capacity of deployed optical fibre efficiently. In an optical burst

switch, contention occurs when two or more incoming bursts

are directed to the same output channel at the same time. When

this happens, a contention resolution startegy may be applied

to prevent burst loss. The most common strategies involve the

use of Fibre Delay Lines (FDLs) and Wavelength Converters.

There are several existing approaches to performance eval-

uation of OBS nodes equipped with FDLs or wavelength

converters. In [2], Callegati evaluates burst blocking prob-

ability, modelling a single FDL as a queue with balking.

An exact Markov chain analysis of an FDL, for correlated

arrivals, is considered in [3]. An analysis of limited numbers

of wavelength converters has been developed in [4] while con-

verters with a limited conversion range are considered in [5].

Gauger [6] investigates the performance of the combination of

wavelength converters and FDL buffers, through simulations.

The approach in the current paper is based on resolving

a network of relatively simple queuing systems, representing

virtual traffic flows within the node. This differs from previous

work, which has focused mainly on detailed evaluation of

single queueing system models. We apply Equivalent Random

Theory (ERT) [8] to resolve blocking probability of an OBS

switch equipped with both FDLs and wavelength converters.

Our work most closely relates to [4] where ERT has been ap-

plied to approximate analysis of shared wavelength converters

in an OBS node without FDLs.

II. MODEL DESCRIPTION

We focus on the analysis of burst blocking probability in

an optical burst switch having N wavelength channels in each

This material is based on research supported by Science Foundation
Ireland (SFI) under the Research Frontiers Programme Grant No.
[08/RFP/CMS1402].

of P input/output ports and a bank of K fibre delay lines,

which are shared by all ports (Fig. 1). Additionally, we will

consider the cases of (a) full wavelength conversion, where

tuneable converters at the input ports allow a burst on any

incoming wavelength channel to be switched to any outgoing

channel or to any channel in an FDL, where each FDL can

carry up to R burst simultaneously, R ≤ N , and (b) no

wavelength conversion, where there are no converters present

and an incoming burst must exit on the same wavelength as it

has arrived or be delayed in one of K single-channel FDLs. We

next describe the combined behaviour of the output channels,

FDLs and wavelength converters, which determines how we

model the overall switch behaviour.

Each FDL unit is a single fibre offering a constant delay

time of Dk seconds, k ∈ {0, 1, 2, . . . ,K}. Delay times

of the units are each a multiple of a base delay time C
such that Dk = kC. A controller coordinates scheduling of

the output channels, FDLs and wavelength converters. The

controller aims to resolve contention between bursts arriving

from different input ports that are destined for the same

output channel. If wavelength converters are present in the

switch and none of the N output channels is available for the

duration of a burst arriving at a time t, an attempt is made

to simultaneously schedule a free FDL channel (with delay

length Dk) and any outgoing channel that will become free

Optical
Switch

D K C= .K

D C=1

P

N

output fibre
ports each with

channels

K

R
channels

delay line
return ports
each with

K delay line
input ports

P input fibre
ports each with

N input
wavelength
channels

with or without
wavelength
converters

Fig. 1. Optical Burst Switch Under Study
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at time t + Dk. For the case of no wavelength conversion, if

the burst’s wavelength channel is busy, an FDL is sought that

delays the burst sufficiently until that same wavelength channel

becomes free. In either case, the scheduler first attempts the

procedure using FDL unit 1, offering delay D1, and iterates

in sequence through successively longer FDLs until a feasible

schedule is found. If none of the available FDL delay times

can resolve the schedule, then the burst is blocked (lost).

A queueing model, that approximates this behaviour, is

proposed in (Fig. 2). In the case of full wavelength conversion,

the combined action of the output channels in an output

port and the input wavelength converters is modelled as a

fully accessible blocking system with N channels [9] (an

M/M/N/N system). In the case of no wavelength conversion,

the output channels are modeled as N independent single-

server blocking systems (M/M/1/1 systems). In either case,

we may consider bursts, that would be immediately blocked

at an output port if there were no FDLs present, as forming

an imaginary overflow traffic that is offered as an input traffic

flow to the bank of FDLs. This flow is indicated as F̂ in Fig.

2. The combined overflow from all P output ports, offered to

the shared FDL bank, is indicated as P · F̂ .

The bank of FDLs is modelled as a sequence of overflowing

blocking systems, with overflowing (blocked) traffic F̂k from

FDL k feeding FDL k + 1. The aggregate traffic carried by

all FDLs, P · F̄ , is additional traffic that, having exited the

FDL units, must then be carried by the output ports. We

assume, without loss of generality, that loading across output

ports is evenly distributed, as are overflow volumes from each

output port, so carried traffic from the FDL bank is also evenly

distributed to the P output ports, with each port receiving flow

F̄ .

The combination of this FDL carried traffic and the actual

offered flow to each port, FI , is denoted F , which we call

the effective offered traffic. We assume that the actual offered

traffic to the port is Poisson in nature and we assume that the

feedback flow (F̄) is small in comparison with this. Thus,

neglecting any traffic correlations, we assume the effective

input traffic F is also Poisson.

Traffic which overflows from the FDL bank (F̂B) is lost

from the system. In the next section, we resolve the mean

of the effective input flow F and, from this, the mean of the

blocked traffic F̂B , from which we may calculate the blocking

probability. In developing our queuing analysis, we assume

that the burst durations are exponentially distributed. We note

that the validity of assuming exponentially distributed burst

lengths is supported by OBS performance studies in [6] and

[7].

III. MODEL ANALYSIS

We first note that the traffic overflowing from the ports,

subsequently offered to the bank of FDLs, is not Poisson.

Thus, each FDL could be described by a GI/M/R/R system,

where GI denotes independent arrivals of a general distribu-

tion and R is the number of channels an FDL may carry.

We also note that, alternatively to an individual GI/M/R/R
model for each FDL, we may model the combined chain of

K FDLs as a single GI/M/L/L system, where L = K.R is

the total number of FDLs channels in the bank, because the

overflows are renewal streams under the current assumptions.

This GI/M/L/L model directly relates the traffic offered to

the FDLs, P · F̂ , to the carried and overflow traffics, P · F̄
and F̂B respectively. We treat the case of no wavelength

conversion first (where R = 1 and L = K) and then extend

to the case of full wavelength conversion.

A. No Wavelength Conversion

In this case, each output channel is modeled as an indepen-

dent M/M/1/1 system and so an output port corresponds to a

set of N independent M/M/1/1 queues. The effective offered

input traffic to a port, F with mean intensity M , is split into N
input subflows with the same mean intensity m = M/N , being

offered to each one of the N independent M/M/1/1 queues.

Therefore, the probability of blocking in the output port is

equivalent to the probability of having one output channel

busy when the mean intensity of the offered traffic is m. This

probability is given by the well known Erlang B formula, of

the form

E(A,N) =
AN

N !

/ N
∑

k=0

Ak

k!
, (1)

where A is the arrival intensity of the offered traffic in units

of Erlangs and N is the group size (number of output channels)

[10]. The arrival intensity A is given as the product of the mean

arrival rate λ and the mean channel holding time 1/µ, where

µ is the mean burst transmission rate. In our case, for one

output channel the blocking probability given by (1) is simply

E(m, 1) = m/(1 + m).
We now wish to calculate the mean (m̂) and variance (v̂) of

the overflow traffic from one of the N independent M/M/1/1
systems.
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According to the Kosten overflow equations [8], we have

m̂ = m · E(m, 1) (2)

v̂ = m̂

(

1 − m̂ +
m

2 + m̂ − m

)

. (3)

Therefore, the mean of the overflow traffic from an output

port (denoted M̂ ) will be given by M̂ = N · m̂ and, since

we are assuming independence between the output channels,

the overflow variance (denoted V̂ ) is given by V̂ = N · v̂.

Again, assuming independence between output ports, the total

overflow traffic from all ports is described by P · M̂ , P · V̂ .

This traffic is offered traffic to the FDL bank.

We note that the overflow traffic is “peaked” (the variance

V̂ of the traffic intensity is greater than the mean M̂ ) and

not Poisson. To evaluate the overflow mean from the bank of

FDLs we employ Equivalent Random Theory [8]. Particularly,

we introduce a virtual equivalent system with a primary group

of N∗ number of channels being offered Poisson traffic with

mean intensity A∗ (Fig. 3). We then match the overflow of this

system with the offered traffic to the FDL bank. This means

that the mean A∗ of the equivalent Poisson offered traffic and

the equivalent number of channels N∗ must both satisfy the

Kosten overflow system of equations,

P · M̂ = A∗ · E(A∗, N∗) (4)

P · V̂ = P · M̂

(

1 − P · M̂ +
A∗

N∗ + 1 − A∗ + P · M̂

)

.

(5)

which may be solved for A∗ as a numerical root finding

problem. We may choose an initial solution for the numer-

ical solution from Rapp’s approximation [9] for an overflow

system:

A∗ ≈ P · V̂ + 3Ẑ(Ẑ − 1)

N∗ ≈
A∗(P · M̂ + Z)

P · M̂ + Ẑ − 1
− P · M̂ − 1

where Ẑ is the “peakedness” factor P · V̂ /P · M̂ .

In this way, we can calculate the mean (M̂B) and the

variance (V̂B) of the overflow traffic from the FDLs bank

employing the Brockmeyer overflow system of equations,

M̂B = A∗ · E(A∗, N∗ + L) (6)

V̂B = M̂B

(

1 − M̂B +
A∗

N∗ + L + 1 − A∗ + M̂B

)

. (7)

Consequently, the mean of the FDLs carried traffic is given

by

P · M̄ = P · M̂ − M̂B (8)

Now, considering the feedback connection at the input, the

aggregation of the actual input flow FI at a single port, of

mean MI , and the carried traffic flow F̄ gives

M = MI + M̄, (9)

where M , MI and M̄ are means of flows F , FI and F̄
respectively. We solve equation (9) numerically using a simple

bisection method with initial bounds determined as follows.

The lower bound on M is taken as MI , as we are assured

that the feedback flow M̄ makes M > MI . The upper bound

on M is taken as 2MI as the feedback flow intensity cannot be

greater than MI . Finally, having computed the FDLs overflow

intensity mean, we calculate the node blocking probability as

B = M̂B /(P · MI). (10)

B. Full Wavelength Conversion

We are now assuming that the optical switch of Fig. 1 has

full wavelength conversion capability. In this case, a burst will

be blocked if and only if all output channels are busy, therefore

the output port can be modeled as an M/M/N/N queue. The

analysis follows the above approach but with overflow from

one output port now given by

M̂ = M · E(M,N) (11)

V̂ = M̂

(

1 − M̂ +
M

N + 1 + M̂ − M

)

. (12)

The remainder of the analysis is the same. Given M̂ and V̂ ,

the overflow from the FDL bank is calculated by (4), (5), (6)

and (7). Finally equation (9) is iterated to the solution and the

blocking probability calculated with Equation (10).
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IV. RESULTS AND ANALYSIS

We compare analytic results for blocking B with results

from a discrete-event simulation of an OBS node implemented

in Opnet ModelerTM. We consider a node with four ports and

three different node configurations, (i) a node with 10 output

channels with no wavelength conversion (Fig. 4), (ii) a node

with 10 output channels and full conversion (Fig. 5) and (iii) a

node with 40 output channels and full conversion (Fig. 6). For

case (i) we compare results for different numbers of single-

channel FDLs. For cases (ii) and (iii) we compare results for

different numbers of channels in a single FDL.

We can observe that the values of blocking probability

calculated through analysis for a small number of total FDL

channels are in good agreement with the results obtained

from simulation. For larger numbers of FDL channels the

results provide an approximate lower bound for the full

wavelength conversion case. The inaccuracy can be, at least

partly, attributed to the fact that as the number of FDL channels

increases the proportion of the non-Poisson traffic offered to

the output channels (which we have assumed Poisson) will

increase. Additionally, this traffic tends to be peaked as it is

mainly characterised by the overflow traffic from the output

port, and peaked traffic will result in higher actual blocking

probability. For the case of no wavelength conversion and high

offered load, the opposite occurs with the blocking probability

being over estimated. In this case, the carried traffic from the

FDLs is in reality smoother than Poisson due to the single-

channel FDLs being heavily loaded enough to smooth the

peaked offered traffic from the output ports.

V. CONCLUSIONS

In this paper we have proposed an approximate analysis

for calculating the blocking probability in an OBS switch

equipped with FDLs and wavelength converters using Equiv-

alent Random Theory and assuming Poisson input traffic. The

accuracy of the proposed analysis may be further improved

if the input traffic were modelled by two moments, which is

possible with ERT. This will be a topic for future work.
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Abstract 
 

In this paper, a kind of integrated stacked Spiral 
thin-film transformer is presented. A lumped model is 
used to simulate the characteristic of the integrated 
transformer. The structure and manufacture process of 
transformer are shown based on IC technology. S-
parameters are measured at 10MHz-20GHz. The 
result shows that the transmission efficiency of air core 
thin-film transformer more than 50% at 1GHz-20GHz, 
and the maximum is 89% at 20GHz.  
 
1. Introduction 
 

In the past several decades, because of the rapid 
development of electronic technology, high-speed 
electronic devices get wide spread use in radio 
frequency circuits and other systems, such as 
Bluetooth, GSM Mobile, WLAN, UWB, etc. At the 
same time, people need smaller electronic aid for more 
convenient living, it means the modern electron 
devices should being miniaturized, integrated and used 
in higher operating frequency. Now the transistor, 
resistor, capacitance and inductance at nH level have 
been integrated on chip successfully. However, the 
integrated technology of transformer has not well 
studied, which limits the development of electronic 
systems.  

As indispensable passive components, transformer 
has intrinsic advantages relative to active devices on 
signals insulation and transmission, signals synthesis 
and conversion. The size of transformer is being 
reduced; miniature transformers like planar 
transformer and thin-film transformer are presented in 
90’s of last century. In 1993, Japanese K.Yamaguchi[1] 
presented a spiral coil type thin film microtransformer 

with the size of 2.4*3.1 mm2 fabricated using 
photolithography techniques. An amorphous magnetic 
film of a multilayered CoNbZr/Si02 was used as 
magnetic core. In 2004, Irish Terence O’Donnell[2] 
designed a transformer having 80 μm thick copper 
conductors and a two-layer laminated magnetic core. 
The transformer had an efficiency of 78% at an output 
power of 3.5W in 5MHz-10MHz. In addition, people 
used other technologies to fabricate thin film 
transformer [3, 4].  
However, these miniature transformers has 
disadvantages such as chip areas of transformer 
fabricated by multilayer printed technology are still too 
large compare with size of RFIC chip, technique of 
transformer using MEMS technology is complexity, 
etc. The most difficulty is the transmission efficiency 
isn’t high enough in particular at high frequency. In 
this paper, a stacked spiral thin-film transformer 
working on high frequency based on IC technology is 
designed and prepared. 
 
2. Equivalent circuit model of Thin-film 
Transformer 
 

There are a number of parasitic effects on thin-film 
transformer at high frequency, such as the capacitive 
coupling between primary inductance spiral and 
secondary inductance spiral, the eddy loss of substrate, 
and so on. Stacked transformer, which has two 
overlapped spiral with same shape, can provide high 
self-inductance and high coupling because of its 
vertical and lateral magnetic coupling. A simply 
lumped circuit model can simulate the characteristic of 
transformer, and describe physical significance of the 
parasitic effects intuitively. The equivalent circuit 
model [5] is showed in figure 1. 
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Figure1. Simply lumped equivalent circuit model of thin-film transformer 
 

In this equivalent circuit model, L models the self 
inductance of the primary spiral and secondary spiral, 
M is the mutual coupling coefficient, OC is coupling 

capacity between two spirals, bC is coupling capacity 

between primary spiral and substrate, tC is coupling 
capacity between secondary spiral and substrate. The 
computing formula is showed below: 
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In these formulas, l is the length of the spiral, μ  is 
permeability, ε  is dielectric constant, ρ  is metal 
resistivity, W is width of the spiral, δ  is skin depth, k 
is mutual coupling coefficient (k of stacked 
transformer is about 0.7-0.9), R is series resistance, A 
is chip area of inductor spiral, Aov is overlapped area 
of two spirals. 
From the equivalent circuit model, it is easy to find 
that reduce the parasitic capacity, which is caused by 
spirals and substrate at high frequency, is the key point 
to improve the transmission efficiency of transformer. 
 

3.Structure and Fabrication sequences of 
Thin-film Transformer 
 

There are good experiences to reduce the parasitic 
capacity in preparation technology of integrated 
inductor [6, 7]. High-resistance substrate and thick 
substrate are adopted to reduce parasitic capacitor due 
to substrate loss of transformer. In this paper, an air-
core stacked thin-film transformer is designed. The 
primary coil and secondary coil are overlapped 
completely. Overlapping coils has high magnetic 
coupling which can transmit energy more effective, the 
structure is showed in fig.2.  

2SiO

2SiO

2SiO

2SiO
43NSi

2SiO

 
(a) 

 
  (b) 

Fig. 2  Structure of thin-film transformer(a)cross-section 
view, (b)topview 
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The whole structure consists of 10 layers besides the 
Silicon substrate. 
1) Layer 1 is SiO2. It supplies the whole device and 
isolates Si substrate. Thermal oxidation is used to 
fabricate SiO2 .The thickness of SiO2 layer is 1μm, 
thick oxide can reduce the parasitical capacitor. 
2) Layer 2 is Si3N4. PECVD is used to fabricate. The 
thickness of Si3N4 layer is 120 nm. The electrical 
resistivity of Si3N4 is 1015Ω•cm, substrate with highly 
electrical resistivity can reduce substrate loss. 
Furthermore, Si3N4 has low-fluidity and difficult to 
corrupt, these characteristics can improve the 
compatibility of subsequent etching process. 
3) Layer 3 is Metal1. Metal1 is lead wire using 
aluminum. DC magnetron sputtering is used to 
fabricate Al. Two lead terminals of primary spiral are 
prepared. The thickness of Al layer is 0.7 μm. 
4) Layer 4 is SiO2. SiO2 with 1μm thickness isolate 
lead wire and primary spiral and fabricated by PECVD. 
5) Layer 5 is primary spiral. DC magnetron sputtering 
is used to fabricate Al with 1μm thick. 
6) Layer 6 is SiO2. PECVD is used to prepare SiO2. 
The thickness is 1μm. 
7) Layer 7 is second spiral. DC magnetron sputtering is 
used to fabricate Al with 1μm thick. 
8) Layer 8 is insulation layer. PECVD is used to 
fabricate SiO2 layer with 1.2 μm thickness.  
9) Layer 9 Metal4 is also lead wire using aluminum. 
DC magnetron sputtering is used to fabricate Al. Two 
lead terminals of primary spiral are prepared. The 
thickness of Al layer is 1.2 μm. 
10) Layer 10 is passivation layer. PECVD is used to 
fabricate SiO2 layer with 1.2 μm thickness.  

Fabrication sequence is showed in figure3. 
氧化

Sputtering Metal1

PECVD

Heat treatment

photoetching

PECVD photoetching

Sputtering Metal2

photoetching

Sputtering Ferrit

Sputtering Metal3 Heat treatment

photoetching

photoetching

PECVD

photoetching  
Figure3. Fabrication sequences of the thin-film transformer 

4. Measurement results 
 
A kind of thin-film transformers is measured,. The turn 
numbers of two spirals are all 5, the spiral width line is 

12μm, the spiral distance line is 3μm, the thickness of 
Al layer is 1μm, and the spiral area are 0.5*0.5mm2.  
The transmission characteristics are measured at 
10MHz-20GHz by vector network analyser Agilent 
PNA E8363B and probe Cascade Microtech ACP GSG. 
The measured results are showed in Fig.4. 

 
Figure 4.  5:5 transformer’s S(2,1) curve 

 
5. Conclusions 
 

A thin-film transformer based on Si IC technology 
was presented. High-resistance substrate and thick 
substrate are adopted to reduce substrate loss. Test 
result shows the transformer can obtain the maximal 
transmission efficiency 89% at 20GHz. The thin-film 
transformer has advantages like small in size, 
operating at high frequency, suitable for mass 
production, and so on. It can be used in RFIC 
hopefully. 
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Abstract 
 

A new equivalent circuit for on-wafer interconnects 

modeling is presented. The skin effect, fringing effect, 

and substrate losses have been considered. An 

additional element is introduced to predict the 

substrate capacitive couple effect smartly. Besides, an 

enhanced de-embedding method was introduced to 

remove the parasitics from other test structures, and 

de-embedded measured data are used to analytically 

extract the associated model parameters. The accuracy 

was demonstrated by the on-wafer Y-parameter 

measurements of interconnects up to 40GHz, 

fabricated on the top-metal layer employing SMIC 

0.18µm RF-CMOS technology. 

 

1. Introduction 
 

Due to the combination of the increased circuit 

complexity and higher frequencies, modern integrated 

circuit (IC) performance becomes more and more 

subjected to the interconnect behaviors [1-3]. Accurate 

modeling and analysis of the interconnect structure are 

essential to the realization of the next generation of 

high performance IC's. Many interconnect modeling 

methods such as electromagnetic (EM) based modeling 

approach [4-6], measurement based modeling approach 

(i.e. Lumped equivalent circuit modeling method) [7-9] 

have been developed in literature. Compared with the 

EM-based modeling approach, the measurement based 

modeling approach has more silicon-verified accuracy 

and more computational efficiency [10]. When a 

shorter subsection model is well established, equivalent 

circuit model of longer wires can be obtained by 

cascading shorter subsections together conveniently. 

Several equivalent models of interconnects have 

been reported [7-9], part of them were so simple that 

many effects such as fringing, skin, loss of substrate 

have not be described, these models can not be used in 

RF/ mm-wave region [7, 8]. The extraction of 

associated parameters of some reported models [9] 

have to be performed using optimization and fitting 

procedures, which may result in nonphysical extracted 

values. Besides, since the accuracy of measurements 

can affect the accuracy of extracted model parameters 

seriously, traditional de-embedding methods such as 

OSD (open-short-de-embedding), POSD (pad-open-

short-de-embedding), OTD (open-through-de-

embedding), OSTD (open-short-through-de-

embedding) can not remove all the test structures 

parasitics, especially the pad-stub-line discontinuities.  

In this paper, a more accurate equivalent circuit 

model for interconnects was presented with analytical 

parameters extraction method. A novel component was 

introduced to characterize the substrate capacitive 

couple effect along with the line at high frequency. 

Besides, an enhanced de-embedding method based on 

transmission line theory [11] was developed to remove 

parasitic from the pads and other test structures. In 

order to substantiate the proposed modeling method, 

two test structures are designed and fabricated using a 

0.18um RF CMOS process by Semiconductor 

Manufacture International Corporation (SMIC) and 

characterized up to 40GHz. 

 

2. De-embedding Method Description 

 

By simply modeling the left and right pads solely as 

lumped admittances YL and YR (YR=YL, for the 

reason of symmetric), and lumping pad-line 

discontinuities together with the pads, Alain M. 

Mangan et al. developed a novel de-embed the 

contributions of parasitic structures from 

interconnect/transmission line measurements technique 
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based on the ABCD transmission matrix theory [11]. In 

actual application instances, when the length of 

measured interconnect line is much longer than the size 

of pads structure, [11] can be accurately implemented 

to high frequency. But, when one’s length become 

comparable to the size of the pads, solely modeling the 

left or right pad structure as a lumped Y-admittance 

will introduce error in the interconnect line parameters 

extraction, because of the existence of parasitic 

between the two pads. 

In fact, consider a real-world test structure of a 

interconnect line, Fig. 1 reveals that the transmission 

matrix of either test structure can be decomposed into a 

cascade of 6 two-port networks (but not 5 two-port 

networks introduced in [11]) consisting of the two pads 

(modeled by YL and YR), parasitic between the two 

pads (modeled by YF), the intrinsic device, and the 

associated pad-line discontinuities. Assuming that the 

pad-line junctions can be modeled by lumped 

admittances, parasitic introduced by the two pads can 

be removed by a pad-open structure using traditional 

de-embedding theory, a more accurate de-embedding 

method similar to [11] can be derived as follows:  

Consider two interconnect line test structures of 

length 1l  and 2l ( 21 ll > ) with pad-open structure 

respectively (Fig.2), implement a de-open procedure to 

remove the pads parasitics (e.g. YL, YR and YF in 

Fig.1.(b)) from the measurements at first, then 

transform the de-embedded measurements to ABCD 

matrix: 

 
 

 
Fig. 1 (a) Composition of a interconnect line test structure 

and (b) a possible equivalent representation for the two pads. 

][][ ___ openimeasuredimeasuredimeasured SstoySstoyY −= ll   (1) 

][ __ imeasuredimeasured YytoabcdM ll = , ( 2,1=i )       (2) 

The ABCD transmission matrix of test structure 

il , imeasuredM l_  can be represented as the following 

product: 

  21_ DiDimeasured MMMM ××= ll                (3) 

where 

iMl  ABCD matrix represents the intrinsic line 

segment of structure; 

1DM  ABCD matrix represents, the left pad-line 

junction; 

2DM  ABCD matrix represents the right pad-line 

junction. 

Consider 1lM  multiplying with the inverse of 2lM , 

define imeasuredM l_  as the hybrid “structure” 

][ 2_1_ ll measuredmeasured MInverseM ×  and 21 ll −M as a line 

segment of length 21 ll − : 

][ 2_1_21_ llll measuredmeasuredmeasured MInverseMM ×=−           

][ 1211 DD MInverseMM ××= −ll                   (4) 

Assuming that the left pad-line discontinuity can be 

modeled solely by a lumped admittance YD, then: 
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Under the lumped pad assumption, the hybrid 

“structure” can be expressed in terms of parameters, as 

a parallel combination of the intrinsic transmission line 

and the parasitic lumped pads: 
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where 21_ ll −measuredY  is the Y-parameter representation 

of 21_ ll −measuredM , 21 ll −Y  is the Y-parameter 

representation of 21 ll −M . 

Since the intrinsic device is symmetric, its Y- 

parameters can be isolated by connecting 21_ ll −measuredY  

in parallel with a port-swapped version of itself, thus 

canceling out the effects of the pads: 

2

][ 21_21_
21

llll

ll

−−
−

+
=

measuredmeasured YSwapY
Y       (8) 

where 






















=























1112

2122

2221

1211

aa

aa
Swap

aa

aa
Swap            (9) 

 

3. Interconnect Modeling 
 

A. Equivalent Circuit Model 

With frequency increasing, the frequency dependent 

effects of the interconnect line, such as skin effect, 
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substrate effect and distributed effect begin to impact 

the performance. In anther words, characteristics of 

interconnects in RF/mm-wave region are frequency-

variant. Unfortunately, the current commercial circuit 

simulators (such as H/P-SPICE, Agilent Advanced 

Design System, Cadence) do not support simulations of 

the frequency-variant parameters. And the distributed 

nature of the component is easily accommodated so 

that the compact model can operate over an extended 

frequency range (i.e., into the mm-wave region)[12]. 

Thus, employing equivalent circuit model to 

characterize these effects with frequency-independent 

components becomes a technology of more importance. 

 
 

 
Fig. 2 (a) Two interconnect line test structures with pad-open 

structures respectively and (b) multiplying the transmission 

matrix of line 1 with the matrix inverse of line 2 after 

removing the pad-open parasitics. 

  

Fig. 3 Equivalent circuit model. 

Because the lengths ( 21 ll − ) of interconnect line we 

researched here is less than 174um, according to [13], 

the one-Π  model should be capable of precisely 

characterizing the high frequency behaviors of 

interconnects. Fig. 3 shows the equivalent circuit model 

proposed for interconnect lines fabricated in silicon 

technology. A novel component “ coupleC ” was brought 

in to predict the substrate capacitive couple effect and 

power storage in the substrate below interconnect line 

at high frequency. The parallel components skR  and skL  

are introduced to characterize the skin effect reference 

to [9].  The series components 
2subC , and subR  

combined with 
1subC  are used to characterize the 

parasitic of substrate such as loss effect, couple effect 

and others. 

B. Calculation of the Model Parameters 

Assuming that the parasitics of the pads and the pad-

line junctions have been removed using the de-

embedding method proposed in section II. Then the 

equivalent circuit illustrated by Fig. 3 can be 

characterized as three admittances, these can be 

determined from: 

12.11.1 2121 llll −− += YYY                         (10) 

21.22.2 2121 llll −− += YYY                         (11) 

12.3 21 ll −−= YY                               (12) 

where 21 ll −Y  is the Y-parameter of intrinsic line 21 ll −  

mentioned in section II. 

Furthermore, from Y-parameters of the equivalent 

circuit in Fig. 3, the following equations can be 

derived: 

1 2 Real( 1) Im ag( 1)Y Y Y j Y= = + ⋅                (13) 
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As seen from Fig. 3, follow equations  can be derived: 

[ ] [ ] 1
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At low frequency, skin effect is not significant, 

below a given frequency (10GHz, in our work), the 

parallel components skR  and skL  in Fig. 3 can be 

neglected, and thus, real and imaginary parts of Y3 can 

be derived as follows: 
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The above expressions for Y1, Y2 and Y3/Z3 contain 

all the information required for extracting all the 

parameters of the model. Taking the related Y-

parameters into account, the extracted values are 

determined as: 

1) Rearrange (14) as follows: 
2
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1
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i

K H
Y

ω
ω= +                          (21) 

where 
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2
2
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subsubCR
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Using (21), subR can be extracted from the slope of 

the linear regression of the experimental 
2

/ Real( )iYω versus 2ω . After subtracting subR , (23) 

gives
2sub

C . Thus, 1subC  can be calculated as follows: 
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2) Rearrange (19) as follows: 
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Using (25), sR can be extracted from the intercept of 

the linear regression of the experimental 

)_3Re(

1

LowFreqY
versus 2ω . After subtracting sR , sL  can 

be calculated from the slope. Once  Ls  and sR  are 

subtracted, coupleC  can be determined by using (20). 

The elements ( skR  and skL ) introduced to represent 

the skin effects are extracted from Y-parameters at high 

frequency. As coupleC , sR and Ls has been subtracted, by 

using (18), Real(Y3) can be rearranged as follows: 

[ ] [ ] 1
21 )3(Im)3(Re12.3 −

− ++=−= ZagjZalCjYY coupleωll  (26) 

[ ] 1)3(Re −− sRZal
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22
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Thus, skR  can be extracted from the intercept of the 

linear regression of the experimental [ ] 1)3(Re −− sRZal  

versus 2−ω , and after subtracting skR , 
sk

L can be 

calculated from the slope. 

 

4. Measurements and Verification 
 

Two interconnect test structures are fabricated 

employing a SMIC 0.18µm 1P6M RF CMOS 

technology. The width of the two lines is fixed at 

10µm, and the length is 150µm ( 1l ) and 50µm ( 2l ), 

respectively. Two-port measurements were performed 

with the Agilent E8363B Network Analyzer and a 

CASCADE Summit probe station. The measurements 

were calibrated using the short-load-open-through 

(SLOT) algorithm provided with the VNA. The de-

embedding and parameters extraction procedure is 

carried out as described above. The extracted 

parameter values are summarized in Table 1. 

Simulations of the proposed equivalent circuit 

model based on the extracted parameter values are 

performed in ADS2005A. The simulated Y-parameters 

are compared with the corresponding measured ones 

and the plots are presented from Fig. 4 to Fig. 7. 

Considering the symmetry of the physical structure, Y-

parameters are thus symmetrical, i.e. Y11=Y22 and 

Y12=Y21 [14]. Therefore, only Y11 and Y12 are 

compared, and Real(Yij) and Imag(Yij) are plotted 

separately. 

 

5. Conclusion 
 

An improved de-embedding methodology which can 

accurately remove pad parasitics and pad-line 

discontinuities is presented for lossy RF-CMOS 

interconnects modeling. A novel one-Π  equivalent 

circuit model for RF on-wafer interconnects is 

proposed. Based on the S-parameter measurements and 

with an analytical parameter extraction procedure, the 

model is constructed and element parameters are 

extracted efficiently. The accuracy of the model based 

on the extracted parameter values has been verified by 

the excellent agreement between the simulated results 

and the measurement data. It demonstrates that the 

improved de-embedding method and the proposed 

equivalent circuit model are capable of accurately 

characterizing the behaviors of RF-CMOS 

interconnects. 

 

Table 1 Extracted values for the 21 ll − segment model 

Ls 79pH Csub1 2fF 

Rs 0.285Ω Csub2 5.7fF 

Lsk 13.7pH Ccouple 3.405fF 

Rsk 1.52Ω Rsub 2.089kΩ 
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Fig. 4 Comparisons of simulated and measured Real(Y1,1) 
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Fig. 5 Comparisons of simulated and measured Imag(Y1,1) 
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Fig. 6 Comparisons of simulated and measured Real(Y1,2)  
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Fig.7 Comparisons of simulated and measured Imag(Y1,2) 
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Abstract—As mobile devices are constantly improving, 
they have started to be used for online learning. If the 
delivery of educational content involves multimedia 
streaming, additional pressure is put on the battery life, 
causing it to discharge faster. Running out of battery life 
during a learning session can have a negative impact on 
the learner’s Quality of Experience. This paper suggests 
the fact that adaptive e-learning environments should 
become energy-aware and power saving techniques 
should be considered in order to assist the learner in a 
low power situation. The impact of various factors on 
the battery life was analysed and the results show that 
significant power saving can be achieved by applying 
different techniques during the multimedia streaming 
process. However, subjective tests conducted on a small 
group of participants show that some of these techniques 
have a negative impact on end-user perceived quality 
and may not be suitable for an e-learning environment. 
  

Keywords—power saving; e-learning; multimedia 
content adaptation; subjective quality evaluation 

I. INTRODUCTION 
ver the past few years, technology has become a part of 
our life like never before. More and more people use it 

as a way to stay in touch with friends, to access information, 
to work, to study, or for entertainment. With the help of the 
new technologies, e-learning has become an increasingly 
important form of education, and many educational 
institutions have extended their activity on the Internet. 

At the same time, users in general, learners in particular, 
have already become more oriented through mobility. A 
recent study report published by the Educause Centre for 
Applied Research shows that laptop ownership increased 
among undergraduate students from 65.9% in 2006 to 
82.2% in 2008 [1]. The study was conducted in 44 
universities and colleges in the USA. 

Mobility comes with a lot of advantages for the learners 
but also with a number of limitations. A major limitation is 
that, while on the move, learners rely mainly on the mobile 
device battery power supply. Given the fact that an 

increasing number of e-learning environments have 
included multimedia content in their applications, accessing 
a course over the wireless network can quickly drain the 
power from the battery. If learners have to stop their 
activities due to low power situations, not only their Quality 
of Experience (QoE) is affected, but also the learning 
outcome may be significantly reduced.  

In this context, e-learning environments have to become 
energy aware and to assist the learners in maximising their 
learning outcome. Therefore, power saving techniques must 
be integrated with the e-learning applications. Battery life 
will be extended by personalising the educational 
multimedia content depending on the available power 
resources of each particular mobile device that is used. 

This paper presents an experimental evaluation of some 
of the factors that have an impact on the battery power 
consumption when multimedia content is delivered to 
mobile devices.  It also looks at different actions that can be 
taken in order to reduce the power consumption. These 
actions can be integrated into a power saving mechanism 
which will extend the functionality of the adaptive e-
learning systems. 

Considering the fact that users are becoming increasingly 
quality-aware, a subjective testing was conducted on a 
group of participants in order to assess how their perceived 
quality is impacted when power saving actions are applied. 

The paper is structured as follows. Section two consists of 
a literature review of the existing power saving techniques 
in the wireless communication area and previous research in 
the area of adaptive learning. The paper continues with 
experimental results assessing the impact of various factors 
on battery power consumption, but also with the results of 
the subjective evaluation. In the end conclusions are drawn 
and future directions are presented. 

II. RELATED WORK 
In the last decade, adaptation and personalisation have 

gradually been brought to the forefront of research and as a 
result a large number of applications in the technology-
enhanced learning area have been proposed. Various aspects 

Assessing Power Saving Techniques and Their 
Impact on E-learning Users 
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were investigated as important input in the personalisation 
of the course material and learning process. 

Content personalisation may be driven by the needs of 
individual learners, their preferences, goals [2], knowledge 
level [3] or cognitive preferences [4]. Personalisation of the 
learning process may be driven by the user's abilities, 
motivation and their previous interaction with e-learning 
environment, as well as by the learner's concentration level 
and frequency of disruptions [5]. 

Most of the research in the area of adaptive e-learning has 
concentrated on delivering personalised educational content 
based on learner characteristics. More recently research 
focused on proposing solutions for multimedia content 
adaptation according to learner device type and 
characteristics [6], [7], network type and conditions [8] and 
user Quality of Experience (QoE) [9].  

Although much research was performed in this area and 
there are clear evidences that the available power of the 
mobile device could affect the learning process, no study 
has considered the learner device battery level in the 
personalisation process of the multimedia content, apart of 
other characteristics.  

Batteries have improved over the last few years, but still a 
combination of multimedia tasks that are using at the same 
time multiple components  simultaneously (such as screen 
and speakers, CPU, memory and the Wireless Network 
Interface Card (WNIC)) may drain the battery power 
quickly. 

However, battery life is not a new issue and many power 
saving techniques in wireless communications have been 
proposed over the time.  For the particular case of 
multimedia streaming, the proposed solutions can be 
classified in the following categories:   

1) Power saving in the reception stage of the 
multimedia stream. These solutions look at sending and 
receiving data and mainly focus on maintaining WNIC in a 
low power state for a longer period. A proposed solution is 
to send video frames in a bulk based on the network traffic 
shape instead of sending them individually. Thus data 
waiting time for the device is reduced [10]. Another 
proposed solution uses periodic bulk transfer of the video 
data in order to reduce the working time of the wireless 
card, combined with a decrease of the video quality at an 
intermediate proxy node [11]. Existing research shows that 
significant improvements in the battery life can also be 
achieved by extending the power saving mechanism, 
already built in the IEEE 802.11 standard [12]. This solution 
uses an additional buffer to hide the data corresponding to 
several beacon intervals, from the station it is intended for, 
and forcing it to return to sleep. The buffered data is finally 
released at once to the mobile station after several attempts 
to receive it. 

2) Power saving in the decoding stage. A study [13] 

has proposed to use dynamic online feedback for setting the 
average frame decode rate to the same value as the display 
rate in order to save power in the decoding stage. 

3) Power saving in the playing stage. The majority of 
the solutions that have been proposed for saving power in 
the reception stage have focused on the device screen. 
Battery power consumption can be reduced by optimising 
the backlight power consumption [14], or by extending the 
Dynamic Luminance Scaling (DLS) to cope with 
transflective LCD panels that can operate with or without 
backlight [15] depending on the battery level and ambient 
luminance. Power save can also be achieved by adjusting 
screen brightness and volume level but since the user has 
control on these settings, little research has been performed 
in this area. 

Literature review shows that numerous power saving 
techniques with good results have already been proposed. 
The novelty of this research consists of the fact that it will 
bridge the well researched area of personalised e-learning 
with the power saving in the wireless communications and 
will look not only to increase the battery life, but also to 
improve the learning process.  

III. FACTORS THAT INFLUENCE BATTERY POWER 
CONSUMPTION OF THE MOBILE DEVICES 

Playing multimedia educational content on a mobile 
device is an energy intensive task, especially when this is 
streamed over a wireless network. In this situation 
significant power is consumed by the WNIC for retrieving 
and processing the multimedia stream, in addition to the 
power consumed by other components for decoding and 
playing the audio-video sequence. The multimedia 
streaming process can be seen as consisting of three 
different stages: data reception, decoding and playing. Each 
of them contributes more or less to the overall battery 
consumption of the mobile device. 

Various experimental tests (see Table I) were conducted 
in order to investigate the impact of each of the three stages 
on the battery power consumption. Different factors specific 
to each stage were also considered. For testing purposes, a 
video clip with a reduced degree of motion content, was 
used. Various versions of the studied video clip that have 
different values of the encoding parameters were created. 
This set of videos can be classified according to the 
encoding parameter that is studied. Any two videos 
corresponding to a specific encoding parameter have 
different values for that parameter. The rest of the encoding 
parameters are constant and their values are in the following 
groups: video compression - H.264 encapsulated in the MP4 
multimedia container, resolution - 320 x 240 pixels, frame 
rate - 24 fps and average video bit rate - 384 Kbps. 

Depending on the performed test, each video was 
streamed to the mobile device and/or played locally in a 
loop until the battery was completely discharged. To 
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maximize the accuracy of the results, similar conditions 
were kept between any two different tests. The only 
applications running on the mobile device were the media 
player and the program used for tracing information on the 
battery power consumption. For the case when a video was 
streamed, the mobile device was maintained in a fixed 
position where the wireless signal strength was high and 
constant. For the case when the video was played locally the 
WNIC was switched-off. To ensure that the battery 
degradation in time has a minimum impact on the results, 
the tests corresponding to the same parameter were 
performed consecutively with a minimum time necessary to 
charge the battery between them. All the tests were 
performed in a laboratory where the temperature was 
constant.  

The mobile device consisted of a Dell Axim PDA with an 
IEEE 802.11b wireless card and a 520 MHz ARM 
processor, running Microsoft Windows Mobile. 
Additionally, a laptop with 2 GHz Intel Core 2 Duo 
processor and 2 GB of RAM memory, running Microsoft 
Windows Vista was used as a streaming server when the 
videos were streamed to the mobile device. Additional 
details on the test setup can be found in [16]. 

A. The Impact of WNIC on the Battery Life 
In the reception stage, most of the power is consumed by 

the for network related tasks, such as receiving the data 
packets and processing them. In order to assess WNIC’s 
effect on the battery power consumption, a number of 
comparative tests were performed when the same versions 
of the multimedia clip were first streamed from the server to 
the mobile device via an Access Point (AP), and then stored 
and played locally on the PDA.  

The results presented in Fig. 1.a-d show that when the 
multimedia clips were streamed, the battery discharged in 
half of the time required when the same clips were played 
locally. Only the times needed to discharge the battery from 
50% battery charge to 1% battery charge were considered in 
the comparison. For example, in the case of the H.264 video 
with a frame rate of 16 fps, the battery life was reduced by 
52%, from 84.22 minutes when the video was played locally 

to 40.4 minutes when it was streamed and played in real 
time (see Fig. 1.c).  

The conclusion that can be raised is that WNIC is 
responsible for approximately 50% of the total battery 
consumption when retrieving the streamed multimedia clip 
and the reception stage is where significant power can be 
saved, by applying different techniques. 

B. The Impact of Encoding Parameters on Battery Life 
Before it can be played, a multimedia clip has to be 

decoded according to the encoding scheme used. CPU and 
memory are the main components responsible for the power 
consumption at this stage. In order to assess the effect of the 
encoding scheme on battery power consumption, following 
multimedia clip parameters were considered: video 
compression technique, video resolution, frame rate and 
bitrate. Comparative results (see Fig. 1.a-d) show that the 
battery life can be increased by changing the video 
compression technique to a more energy efficient one or by 
reducing the values of other encoding parameters. 

Fig. 1.a shows that an increase in battery life of 21.53% 
can be achieved, by changing the video compression 
technique from H.264 to H.263 (encapsulated as a Flash 
video), when the videos were played locally on the device. 
The improvement was even higher when the same videos 
were streamed to the mobile device (27.6%). 

As opposed to the video compression technique, reducing 
the quantitative encoding parameters will have a higher 
impact on the battery life if the videos are played locally, 
rather than streaming them. For example, by reducing the 
resolution from 480 x 360 pixels to 240 x 180 pixels, the 
frame rate from 24 fps to 16 fps and the average video 
bitrate from 512 Kbps to 192 Kbps, the battery life 
increased with 25.66%, 15.31% and 14.67% respectively, 
when the videos were played locally, and with 15.93%, 
10.94% and 7.27% respectively, when the videos were 
streamed to the PDA (see Fig. 1.b-d). 

Concluding this, one can say that battery power can be 
saved by varying the encoding parameters of the multimedia 
clip being delivered, but the amount of power saved is 
significantly smaller than that in the reception stage of the 
multimedia streaming process. 

TABLE I 
EXPERIMENTAL TESTS PERFORMED 

Test Stages Involved Parameter Category Studied Parameters Parameter’s Values 

Video Compression H.264, WMV 9, MPEG4 Part2, H.263 

Video Resolution 480 x 360, 320 x 240,  240 x 180 

Video Frame Rate 24 fps, 20 fps, 16 fps 
Streaming and  
Local Playback 

Reception, Decoding, 
Playing Encoding Parameters 

Average Video Bitrate 512 Kbps, 384 Kbps, 192 Kbps 

Volume Level 100%, 50%, 0%  

Screen Brightness 100%, 50% Local Playback Decoding, Playing Device Settings 

CPU Clock Speed 520 MHz, Auto Speed, 208 MHz 
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C. The Impact of Device Settings on the Battery Life 
Depending on the type of multimedia content, the device 

screen and speakers are the main components responsible 
for the power consumed when the multimedia clip, 
previously decoded, is played to the user. A new set of tests 
were carried out in order to assess the effect of device 
components and especially their settings on the battery life. 
Each test consisted of playing locally the same video file 
until the battery was completely discharged. The WNIC was 
switched-off to eliminate its effect on power consumption 
and to increase the contribution of the component whose 
settings were changed. 

To assess the effect of the speakers on the battery life, 
the volume was set to three different levels and the time 
needed to discharge the battery was measured. The levels 
considered were 0%, 50% and 100%. Fig. 2.a shows that if 
the media clip that is being played consists in an audio-
video sequence, the sound playback by the speaker has a 
small contribution to the overall power consumption of the 
mobile device. Turning the sound OFF will increase the 
battery life only with 9% comparing with the case when the 
volume is set to 100% both in the media player and in the 
Operating System. Since no important benefit was noticed 
when the volume level was set to 50%, the case was not 
plotted on the graph.  

To investigate the effect of the device screen, on the 
battery consumption, two levels were considered for the 
screen brightness: 100% and 50%. Fig. 2.b shows that in 
comparison with the sound volume, screen brightness has a 
higher impact on power consumption. An increase in battery 
life of approximately 31% is achieved when the screen 
brightness is reduced to half of its maximum level. 

A last set of experimental tests was conducted in order to 
investigate the effect of CPU on the battery power 
consumption. For this, the CPU clock speed was set to three 
different values: 520 MHz, auto speed and 208 MHz. Fig. 
2.c shows that comparing with the case when the clock 
speed is set at 208 MHz, changing this speed to 520 MHz 
will increase the battery consumption by 25%, while letting 
the system to choose the optimum speed, reduces the battery 
life by 17%.  

D. Reflections on the Results 
The experimental results presented above show that 

during the streaming process of a multimedia clip, there are 
multiple options for extending the battery life. By turning 
ON the WNIC to retrieve the multimedia content from the 
network, the battery consumption increases  with up to 50%. 
So is at this stage where significant battery power can be 
saved. The longer the time that WNIC spends in a low 
power state before retrieving data, the higher the amount of 
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Local Playback vs. Streaming for Different Video Resolutions
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Local Playback vs. Streaming for Different Video Frame Rates
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Local Playback vs. Streaming for Different Video Bitrates
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Fig. 1.  Battery life and battery life increase (comparing with the less energy efficient case from the group), when videos with different encoding parameters 
are streamed and played locally on the mobile device: (a) the effect of video compression technique on battery life; (b) the effect of video resolution on 
battery life; (c) the effect of video frame rate on battery life; (d) the effect of average video bitrate on battery life. 
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power that is saved. Solutions for extending this time must 
be found without introducing delays that can impact 
negatively the learning process.  

By changing the encoding parameters of the streamed 
multimedia clip, additional power can be saved. There are 
two possible options to do this. First, advance creation of 
multiple versions of the multimedia content which differs in 
terms of encoding parameters. This method requires more 
storage space on the server side, but this is not a serious 
issue as over the last years, the storage devices have 
exponentially increased in capacity and their price has 
drastically dropped. A second option makes use of 
transcoding, reducing the required storage space and 
enabling real time modifications of the encoding parameters 
to be performed easier. The disadvantage of this solution is 
that requires high processing power on the server side, 
especially when a high number of users are accessing the 
application at the same time. 

The power saving techniques related to the reception and 
the decoding of the multimedia stream can be implemented 
on the server side, or between the server and the client.  The 
users have reduced control on how data is received and on 
the amount of resources necessary to decode and play the 
multimedia content that is being sent. If the e-learning 
environment allows them, they have the option to download 
the multimedia content and view it afterwards, saving power 
at the same time. In this case the reception is controlled by 
the users but is efficient only if there is enough network 
bandwidth available to allow them to download a clip in a 
much shorter time then needed to stream it. On the other 
hand, the users have a high level of control on the device 
settings. Changing these settings in order to save power can 
have a negative impact on users’ satisfaction. 

It is worth mentioning that in the case of this particular 
device, the battery has a nonlinear discharge characteristic 
(see Fig. 2.a-c), but with several sections approximately 
linear (50% to 20%, 20% to 10% and 10% to 1%).  Also a 
significant interval from the total battery life increase, 
achieved by changing a specific parameter, corresponds to 
the section when the battery life decreases from 10% to 1%. 
A power saving algorithm must consider the discharge 
characteristic of the battery model corresponding to the 
mobile device that is being used to access the multimedia 
content, but also the battery level at which the device is set 
to turn off, usually between 5% and 10% for laptops or 
PDAs. 

IV. PRELIMINARY SUBJECTIVE EVALUATION  
This section presents preliminary results of subjective 

tests that have been carried out in order to assess the impact 
of some of the actions that can be taken to increase the 
battery life, on end-user perceived quality of the multimedia 
clip. A small number of participants have attended and 
further tests are ongoing. The evaluation addressed only the 
encoding parameters because their variation is easier to be 
controlled and is directly reflected in the final quality of the 
multimedia clip. 
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Fig. 2.  Battery life when changing different settings of the mobile device: 
(a) the sound volume level; (b) the screen brightness; (c) the CPU clock 
speed. 
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A. Evaluation Setup 
Four sets of short video sequences were created, one for 

each of the encoding parameters whose impact on battery 
life was previously studied. In particular, each set consisted 
in a number of three or four video sequences with different 
values for the parameter associated with that set, and 
constant values for the rest of the parameters.  

To eliminate the influence of other factors, such as 
fluctuations in the available network bandwidth, on the final 
perceived quality, the video sequences were stored and 
played locally on the mobile device. Also, to keep a uniform 
testing environment, all the participants used the same PDA 
device for viewing the video sequences. The screen 
brightness was set to 100% and the volume level was set at 
an adequate level for the laboratory environment where the 
testing was conducted. None of the participants changed the 
mobile device settings, even if they were allowed to do so. 

The subjective tests were performed with one 
participant at a time and before starting, he/she was   
introduced to the test environment and to the method of 
assessment. A five-grade quality scale (i.e. 1 - Bad, 5 - 
Excellent) was used for this purpose. The participant was 
asked to rate his/her overall impression given by each 
sequence in part, and to mark the corresponding checkbox 
on a form that was provided. Code names were associated 
with the video sequences so that the viewers were not aware 
of the parameters being analysed. The overall duration of 
the test session, including introduction, viewing and rating, 
was planned to last less than 20 minutes. A different order 
of displaying the video sequences was chosen for each 
participant to the subjective test. 

B. Preliminary Results 
Fig. 3 presents the mean scores, achieved by each 

particular sequence. Preliminary results show that, changing 
the video compression technique has a lower impact on end-
user perceived quality, than decreasing the resolution, the 
frame rate or the bitrate. Significant battery power can be 

saved by changing the video compression, while 
maintaining a good quality level. For example by changing 
the video compression from H.264 to MPEG4 Part 2, there 
is an improvement in battery life of 19.27% when the video 
is streamed to the mobile device and 15.35% when the 
video is played locally (see Fig. 1.a). At the same time a 
good level of quality was maintained, the sequence encoded 
using MPEG4 scored an average rating of 4 out of 5, 
whereas the sequence encoded using H.264 scored an 
average of 4.17 out of 5. 

Results also show that by reducing other encoding 
parameters to levels that offer a good energy saving, the 
user perceived quality is significantly reduced. At the same 
time, a slight decrease which maintains a good level of 
quality, may not have real benefits in terms of power saving. 
For example by reducing the frame rate from 24 fps to 16 
fps, an increase in battery life of 10.94% could be achieved 
for the case when the videos are streamed, but the quality 
was significantly reduced, the corresponding video 
sequence scored an average of 2.67 out of 5. Reducing the 
frame rate to 20 fps, the quality is still good, but the increase 
in battery life that can be achieved is only 2.79%. 

As it can be seen in Fig. 3, the video sequence with a 
resolution of 320 x 240 pixels, achieved a higher score than 
that with a resolution of 480 x 360 pixels, when the contrary 
was expected. This is explained by the fact that device 
screen had a resolution of 320 x 240 pixels and additional 
tasks were required for scaling down the video, negatively 
influencing the user perceived quality.  

If e-learning users are in the middle of a learning 
activity and an interruption occurs due to insufficient battery 
power, their QoE can be negatively impacted. This can also 
happen if the quality of the multimedia content is reduced 
too much, even if by doing this sufficient power is saved to 
allow them to complete the learning activity. To maximise 
the learning outcome, a power saving solution for e-learning 
environments must find the right balance between the 
amount of power saved and the user QoE. 
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Fig. 3.  End-user perceived quality when varying the encoding parameters.  
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V. CONCLUSION AND FUTURE WORK 
The goal of this paper was to assess the factors behind the 

battery power consumption when multimedia content is 
streamed and played on a mobile device. A number of 
experimental tests were carried out, which have shown that 
during the multimedia streaming process, data reception 
accounts for half of the total power consumption of the 
mobile device. Results have also shown that battery power 
consumption is influenced by the encoding parameters of 
the multimedia clip and by the settings of the mobile device. 
However, their contribution is found to be significantly 
smaller than that of WNIC.  

Preliminary subjective testing was conducted in order to 
assess the impact of encoding related to the power saving 
actions on the end-user perceived quality. The conclusion 
drawn from these tests was that changing the encoding 
parameters, while at the same time maintaining a good 
quality, may not save enough power to improve the learning 
process. Therefore most of the effort must be concentrated 
to save power in the reception stage of the multimedia 
streaming. Encoding related techniques should be used 
when the power saved in the reception stage is still not 
enough to maximise the learning outcome.  

Future work will address the deployment of a power save 
mechanism that will incorporate various techniques specific 
to different stages of the multimedia streaming process. 
Further experimental testing will be conducted on various 
mobile devices, in order to propose a battery independent 
discharge model that estimates with accuracy the remaining 
battery life.  

Elaborate subjective testing will also be conducted on a 
large number of participants in order to assess the benefits 
of the proposed solution in terms of battery power save, 
end-user satisfaction and learning improvement. 
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Abstract 
 

The increased affordability of mobile devices 
combined with the availability of the latest wireless 
technologies have made mobile devices an attractive 
tool for learning. Nowadays learners can choose 
between multiple wireless networks with different 
characteristics, belonging to the same or to different 
mobile operators. Unfortunately, the Internet billing 
plans are still difficult to predict and control by most 
users. This paper presents an algorithm which aims to 
determine the best network, from a list of available 
ones (in terms of price), for delivering the selected 
educational content. 
 

1. Introduction 
 

Mobile device popularity has increased 
tremendously in the last years. For example, more than 
half of the world population has a mobile phone [1]. 
Mobile devices are present everywhere and they have 
become more and more accessible. Their prices 
dropped, their portability has increased and the 
performance offered by mobile networks has improved 
a lot. Due to their pervasive presence as well as to the 
tremendous development of new features and 
capabilities they have become an attractive tool for 
education. 

Owning a mobile device that has connectivity to one 
or more wireless networks makes the access to 
educational content easy at any time and from 
anywhere. Mobile devices ease the learner’s access to 
information, helping them to have access to the right 
resource at the right time. In the same time, they are 
particularly useful for learners that do not have the time 
to plan a learning session and they are usually studying 
in unplanned situations. Difficulties due to time 
constraints have been observed especially for part time 
students. Becking et al. [2] noted that these 
phenomena, giving examples of unpredictable 
situations where learners could benefit from having 

access to the educational content. Among the examples 
given is the one of a salesman who travels a lot and 
may learn while s/he is on train. Another example is of 
a mother who is waiting for her turn in the doctor 
waiting room.  

Even though mobile devices offer new opportunities 
for learning, they have some restrictions: small screen 
size, limited number of buttons, battery life limitations 
etc. Therefore, offering guidance to the learners and 
providing them with the adequate educational content 
suited to their needs is an important issue addressed by 
learning systems. Adaptive e-learning systems offer 
solutions to these problems, by providing guidance and 
personalised material suitable to the learner. Different 
user’s characteristics have been taken into 
consideration in the adaptation process such as: 
knowledge [3], goal [4], learning styles [5], 
prerequisites and experience [6], network performance 
[7], etc. Lately, learner device characteristics were also 
considered in the personalisation process [8, 9, 10].  

However, to the best of our knowledge, none of 
these e-learning systems have considered that the 
learner may choose between different networks, when 
the mobile device offers access to more than one 
wireless network. For example a number of mobile 
devices that include these features are listed below: 

• PDA O2 XDA Zinc has access to 3G, WiFi 
and GPRS; 

• HTC TyTN II has access to HSDPA/UMTS, 
WiFi, GSM, EDGE and GPRS; 

• HTC P3300 has access to GSM/GPRS/EDGE 
and WiFi; 

• Mobile Pocket PC-i-mate Jasjar has access to 
GPRS, WiFi, etc 

Each type of wireless network may have both different 
delivery performance and billing plans. Cheaper 
alternatives may trigger the learner to switch manually 
between the networks. 

This paper presents a Performance Aware and Cost 
Oriented e-Learning Framework (PACO-eLF) that 
supports content personalisation by taking into account 
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learner’s profile, the device used, the network 
characteristics and the cost they have to pay for 
accessing the content. An algorithm that determines the 
best network, from a list of available ones (in terms of 
price), for delivering the personalised educational 
content is also described. 

 The rest of the paper is organised as follows. 
Section 2 presents an overview of the existing billing 
models for Internet access through mobile devices. 
Section 3 briefly introduces the PACO-eLF and 
presents the network selection algorithm. Section 4 
presents the conclusions we arrived so far and 
describes new directions to continue our research work. 

 

2. Billing models for Internet access 
through mobile devices 
 

Access to multiple networks offers to the learner 
more possibilities of retrieving the educational content, 

by choosing a given mobile service (Figure 1). Ideally 
the learner selects from the available networks, the one 
which offers him the best price and performance, or at 
least the best trade off between them. Unfortunately 
this is not always the case. Mobile data billing systems 
are still difficult to understand by most users and 
determining the best network in terms of performance 
often requires engineering knowledge. This problem 
becomes even more important in the context of the 
wireless channel where network resources are limited.  

The diversity of billing schemes that currently exists 
on the market (Table 1) does not help the learner in 
making a decision. The most common data billing plan 
in mobile communication is the flat rate bundle [11]. 
Other billing plans include, but are not limited to: 

• Time based billing (paying for the amount of 
time that is spent using the Internet, for 
example 0.005€/minute) 

• Data based billing (paying for the amount of 

 
Figure 1 Multiple network selection 

Table 1 Mobile billing plans diversity 
Operator Time billing Data billing Bundle billing Monthly flat rate  Other services 

included 
T-mobile(USA)   X X X 
Meteor(Ireland)   X   
Three(Ireland)   X   
Vodafone(Ireland)   X   
O2(Ireland)   X   
Indosat(Indonesia) X X X X  
Mobility(Saudi Arabia)  X X X  
Vodacom(South Africa)  X X   
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data consumed, for example 0.2€/MB) 
• Monthly flat rate (unlimited Internet access, 

paid monthly) 
• Free Internet access 

Sometimes billing plans are much more complex. 
Depending on the carrier policy, a user can pay more 
by visiting some websites or not pay at all (e.g. when 
visiting the carrier portal). The price may also depend 
on the connection speed or on the time of the day when 
the Internet is accessed. Most of the time, mobile data 
traffic is charged separately from other services such as 
SMS (Short Message Service), MMS (Multimedia 
Messaging Service), calls etc. Each particular service 
may have a different cost associated. However there are 
times when they are included in one single package. 

Time based billing is relatively easy to understand, 
but the attention of the user is on optimising his actions 
in order to spend less time on the Internet when 
retrieving the actual information s/he is requesting [12]. 

Data based billing, is not so easy understandable for 
the users. Most of them do not know how to predict the 
amount of data downloaded. Sometimes there is no 
way to find how much the users spend. Even when the 
mobile operator facilitates this process by providing a 
counter for the data used so far, some of the users do 
not know that it exists or how to use it [12]. 

The data bundle has the advantage of offering data 
at low price. However when the user passes the data 
limit the price becomes quite high. Most of the users do 

not realise when they exhaust the amount of data 
available in the bundle. This leads to high bills, 
discouraging users to access the Internet through their 
mobile devices [12, 13]. 

Choosing the right network in terms of price and 
controlling the cost may distract the learner’s attention 
from the educational content he is presented with. 
Therefore, there is a need for an automatic mechanism 
that assesses the billing plan. This paper presents an 
algorithm that aims to help the learners in selecting the 
right network in term of cost. 
 

3. Cost oriented adaptive e-Learning 
system 
 

PACO-eLF (Performance Aware and Cost Oriented 
e-Learning Framework) (Figure 2) aims at offering 
adaptive educational content to learners by taking into 
account their profile, the device they are using, the 
network performance and the cost they have to pay for 
accessing the content. The classical architecture of an 
adaptive e-learning system that consists of UM (User 
Model), DM (Domain Model) and AM (Adaptation 
Model) has been extended by adding the PM 
(Performance Model) and CM (Cost Model).  

PACO-eLF consists of a Client Application and a 
Server Application. The Client Application maintains 
the CM. It stores the billing plans for every network the 

 
Figure 2 PACO-eLF 
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learner device has access to. It also estimates the price 
for each available network when a document is 
required. It interacts with the Sever Application to get 
information with respect to what changes occur in the 
characteristics of the network currently in use that may 
affect the price that will be paid for the data retrieval. If 
the total price increases over a certain threshold 
imposed by the learner, the learner is prompted and 
provided with an alternative network to be used that 
would offer a better price for retrieving the educational 
content.  

The Server Application maintains information about 
learner profile (UM), available courses (DM), network 
performance (PM) and adaptation rules that describe 
how to personalise the educational content based on the 
user profile and the network conditions (AM). The 
rules are interpreted by the Adaptation Engine (AE). 

User Model (UM) holds the learner profile. It 
consists of: 

• demographic information (e.g. address) 
• personal data (e.g. name, password, etc) 
• learner preferences 
• learner goals 
• knowledge about the concepts contained in the 

DM 
• device characteristics 
• how much the learner is willing to pay in 

order to retrieve educational content, etc. 
Device characteristics considered by the UM are: 

•  Screen size: width and height in pixels; 
• Screen colour depth: bits/pixel; 
• Screen mode: it refers to whether the screen 

has portrait or landscape mode and if it 
supports switching between the two modes; 

• Capabilities: whether the device is capable of 
displaying video, audio, images, etc; 

• Supported mark-up or scripting language: 
e.g. not all mobile devices support all 
JavaScript functions; 

• Memory: capacity. 
Device Model (DM) stores and organises the 

educational content, divided into fragments between 
which relationships exist. For example a link: indicates 
that between two fragments navigation can be done and 
a prerequisite relationship indicates that there is an 
order in which the fragments should be delivered to the 
learner (e.g. a learner should not read about a certain 
concept if s/he has no knowledge or if s/he did not read 
first about the prerequisite concept). The educational 
content fragments can be grouped together based on 
these relationships in order to form complex concepts.  

 Performance Model (PM) contains information 
about the performance of the different networks that 

the learner has access to. For every enabled network 
the device has, performance characteristics are 
maintained and continuously monitored, in order to 
determine the quality of the transmitted content. It also 
provides suggestions on how the educational content 
should be adopted so that it is suitable for transmission 
over the active network. 

The Adaptation Model (AM) holds the adaptation 
rules based on which the content selection and 
personalisation is done. The rules combine information 
on learner profile, device, network conditions and cost. 

Adaptation Engine (AE) interprets the rules from 
the AM and selects the most suitable educational 
content.  

The Cost Model (CM) maintains the learner billing 
plans. It also has the role of suggesting to the learner 
the best network to be used in terms of cost and 
performance in order to assure that the threshold 
imposed by the learner is not surpassed. The based 
network to be used is determined by an algorithm that 
is presented in the next section. 

 

4. Cost oriented network selection 
algorithm 

 
 The main goal of the algorithm is to determine the 

best network, from a list of available ones on the 
device (in terms of price), for delivering the 
personalised educational content. 

We consider that the learner has one or more mobile 
network operators and s/he may have one or more 
billing plans currently in use. The plan types the learner 
may have are: free Internet access, flat free billing, data 
bundle billing, data based billing and/or time based 
billing. 

For the data bundle billing the quantity of 
information contained in the bundle is usually available 
for a specific period of time. Sometimes, the mobile 
data operator does not allow a new bundle to be 
acquired if the learner has a bundle in use for the 
current time period. For example, if the learner chooses 
a data bundle over a period of 30 days which contains 
500 MB of data, s/he may not choose another data 
bundle billing plan if the 30 days period has not 
expired. This leads to the situation in which the other 
plans are unavailable for the user. Therefore, they 
should not be considered by the algorithm when the 
learner is provided with the cheapest alternative to 
access the educational content. An algorithm for 
selecting just the available plans for every 
operator/network the learner has access to is presented 
in Figure 3. It takes as input all the available operators 

191



and returns billing plans the learner has currently 
access to. 

 Based on the selected plans, on the lecture size and 
on the network connection speed, the price for 
accessing the educational content is computed (Figure 

4a-d). The lecture size is provided by the AE 
(Adaptation Engine) after selecting the educational 
material suitable to the learner profile. The connection 
speed for each of the available networks is provided by 
the PM (Performance Model).  

 
Figure3 Operators Plans Selection 

 
Figure 4a Cheapest algorithm selection3 
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 The estimated price the learner has to pay may be 
null in three cases: 

• the learner has access to a free network 
• the learner has a flat free plan 
• the learner has a bundle data plan already in 

use and the remaining size of the bundle is 
less than the total size of the requested 
document. 

Otherwise: 
• if the learner has a data bundle plan already in 

use and the size of the lecture exceeds the 
remaining quantity of data from the bundle, 
the price for the quantity of information which 

exceeds the limit. This is calculated and that is 
considered the estimated price the learner has 
to pay (Figure 4d). 

• if a data bundle plan is available but not in 
use, the price will include also the price of the 
bundle (Figure 4d). 

• if the learner has a time based plan (Figure 
4b), the estimated price will be computed 
based on the price per time and the average 
network speed. 

• if the learner has a data volume based plan the  
estimated price is computed based on the 

 
Figure 4b Estimated price for time based plan 

 

 
Figure 4c Estimated price for volume based plan 

 
Figure 4d Price estimate for data based bundle plan 
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lecture size and the price per quantity of 
information(Figure 4c). 

Having all these prices computed, a ranking can be 
made based on the amount of money the learner has to 
pay. Two other cases are taken into account when the 
data bundle based plans are classified:  the expiring 
date for the data bundle or the quantity of information 
contained in a bundle. The first case is useful when 
there are two bundles already in use that have the same 
price. Probably most learners would choose to use the 
bundle that is going to expire first. For example if there 
are two bundles in use, first having a remaining data 
bundle of 500Mb and expires next day and the second 
one has 1Gb and expires in a week and the lecture size 
is less than 500Mb, the first network will be displayed 
for the learner as the first option. The second case is 
when the bundles are not in use yet, but two mobile 
operators offer at the same price data bundles with 
different limits on the quantity of information to be 
transferred. In this case the plan which has the bigger 
quantity of information in the bundle may be chosen. 
For example if an operator offers a 1Gb data bundle for 
15 Euros whereas the second one offers 5Gb for the 
same price, the most advantageous for the learner 
would be the plan offered by the second operator.  

 After ranking the plans the top three plans in terms 
of cost are displayed to the learner and s/he will choose 
among them. However, the learner has the option to see 
the other plans, if s/he wishes to do so. 
 

5. Conclusions and further work 
 

This paper presented and discussed various billing 
plans that currently exist on the market for accessing 
the Internet. PACO-eLF – an adaptive e-learning 
framework was briefly presented and an cost oriented 
network selection algorithm was described in details. 
The algorithm assesses the billing plans of the active 
networks on the learner device and computes the price 
when downloading a given document, for each 
network. It provides the learner with information 
related to how much s/he needs to pay when the 
educational content is retrieved. 

We are currently working on an improved version of 
the algorithm that provides a better estimation on the 
price the learner has to pay. We achieve this by taking 
into account also other messages/information sent over 
the network that are not included in the lecture size. 
The algorithm will also take into account network 
conditions, in order to provide the learner with the best 
network alternative over which the educational content 
can be sent. The PACO-eLF framework is currently 
under implementation. Tests will be performed to see 

the effects of the algorithm on the learner QoE (Quality 
of Experience). The results will be presented in another 
paper. 
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Abstract—Because detecting non-periodic direct spread spectrum 
sequence (DSSS) signals can not make use of periodicity and 
relevance directly, and the signals always flood in the 
background noise, the blind detection and parameter estimation 
is even more difficult. Since the fourth-order moment chip of 
non-periodic DSSS signals contains the carrier frequency 
information and has good performance in depressing Gaussian 
white noise, the detection method based on the quadratic fourth-
order moment chip of non-periodic DSSS signals is proposed. 
Experimental results show that the detection performance of the 
proposed method is better than that of the double frequency 
method, spectrum-reprocessing method and cepstrum method. 
When the false alarm probability is 1%, the detection probability 
of the method reaches above 90% at SNR -20 dB. 

Keywords- Non-periodic DSSS signal; fourth-order moment 
chip; signal detection; lower SNR  

I.  INTRODUCTION  

Low probability of interception (LPI) signal detection and 
parameter estimation has been a hot and difficult research at 
home and abroad. Since the DSSS signal has been widely used 
in military communications, satellite communications satellite 
navigation systems and many other systems because of its 
secrecy capacity, concealment and anti-interference ability. 
DSSS signal can be divided into periodic signals and non-
periodic signals. A non-periodic DSSS signal also known as 
long-code signals, which means a spread-spectrum sequences 
cycle including a number of information symbol cycle. That is, 
different information symbol code corresponds to different 
spread-spectrum PN code. Typical applications include JTIDS 
signal, GPS-P(Y) code signal and so on. WCDMA signals are 
non-periodic signals. 

According to a lot of the current literature, the key of DSSS 
signal blind detection is generally focused on how to use the 
characteristics of PN code and the signal correlation, and also 
use the method of accumulation to depress the noise to achieve 
the detection and parameter estimation. Generally, DSSS signal 
is assumed a periodic signal, and some good test results at a 
low SNR are obtained. However, when the received signal is 
non-periodic DSSS signal, the blind detection and parameter 
estimation becomes very difficult at a low SNR. Because non-
periodic DSSS signal destroys the characteristics of PN code 
cycle and its correlation, the signal detection performance 

degrades. The lower SNR means that signal is very weak and 
the signal spectrum is entirely submerged in Gaussian white 
noise spectrum, which brings larger error to the detection and 
data processing. Energy method [1], double frequency method 
[2], conventional multiplication delay detection method [3], 
cumulative method [4], cepstrum method [5] and spectral 
correlation method [6~8] can detect non-periodic DSSS signal 
successfully only above the SNR from -8dB. Therefore the 
non-periodic DSSS signal detection and estimation at a much 
lower SNR is a problem to be studied in depth. 

Because the high-order statistics contains a rich information 
on the characteristics of signal, basing on the work of the paper 
[9~10], a blind detection method of non-periodic DSSS signals 
using the quadratic fourth-order moment chip at lower SNR is 
proposed in this paper. The detection probability of this method 
is above 90% at SNR -20dB, and this method doesn’t involve 
extensive matrix operations. 

II. SIGNAL MODEL AND THEORETICAL ANALYSIS 

Non-periodic DSSS signal (WCDMA signal) is defined as: 

�
=

−−−=
K

1k
kk )()(G)([{)( kkikkkki ttSttcttdAts  

)t�f(2cos)]()(G)( kck ϕ+−−−− kkqkkkkq ttSttcttd  

)()(G)([A kk kkqkkkki ttSttcttd −−−+  

)}t�fsin(2)]()(G)( kck ϕ+−−−+ kkikkkkq ttSttcttd        (1) 

where kA  is the kth user’s signal amplitude; 

( )kki ttd − ( )kkq ttd −  are the kth user’s the odd-bit and 

evenl-bit data; ( ) { }1,1 −∈− kk ttc  is OVSF code; the channel 
code in the same state varies with each other; 

( )kki ttS − , ( )kkq ttS −  are the real and imaginary parts of  

the complex scrambling code. They are independent, and the 
scrambling code between the different areas is also 
independent. cf  is carrier frequency; kϕ  is a random phase 

distributed in (0,2�) evenly. kt is the kth user’s random delay 

197



and is uniformly distributed in the range of ],0[ T ; T is the 
width of the symbol. 

The two hypotheses is: 

( ) ( ) ( )tntstxH +=:1                                                   (2) 

( ) ( )tntxH =:0                                                              (3) 

where ( )ts  is non-periodic DSSS signal , ( )tn  is Gaussian 
white noise with zero mean, and they are independent. 

Under the hypothesis of 0H , the fourth-order moment of 
x(t) is: 

( ) ( ) ( ) ( ) ( )132231
4
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( ) ( )]123 ττδτδ −+                              (4) 

One of the fourth-order moment chip is: 

4 (0,0, ) 0xm τ =  , 0≠τ                                                 (5) 

Under the hypothesis of 1H , one of the fourth-order 
moment of x(t) is: 
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( ) ( )τπτ cS fR 2sin                                                                   (6) 

In Eq.(6), 0≠τ , ( ) ( ) ( )][ ττ += tctcERc , 

( ) ( ) ( )][ ττ += tdtdERd , 

( ) ( ) ( )][ ττ += tStSERS , 

( )3214 ,, τττdm  is the fourth-order moment of ( )td . 

In Eq.(6), the carrier frequency component is contained in 
the fourth-order moment chip, the existence of non-periodic 
DSSS signal can be detected through the analysis of received 
signals in frequency domain. The figure 1 is the spectrum of 

( )τ,0,04xm , when the carrier frequency is 10MHz and SNR is -
5dB. Form the figure 1, ( )τ,0,04xm  has a clear peak at the 
carrier frequency. Hence, the fourth -order moment chip can be 
used as a detection statistics to detect the non-periodic DSSS 
signal.  
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Figure 1.  The spectrum of ( )τ,0,04xm  at SNR=-5dB. 

III. DETECTION METHOD 

A. Detecting rules  

According to Eq.(5) and (6), under the hypothesis of 1H , 
the ( )τ,0,04xm of the mixed-signal noise is not equal to zero; 

under the hypothesis of 
0H , the ( )τ,0,04xm of the Gaussian 

white noise is equal to zero, which means ( )τ,0,04xm  can 
suppress Gaussian white noise well except the point 0=τ . At 
this point 0=τ , there is information about noise. So ( )τ,0,04xm  

at the point 0=τ  is removed in order to reduce the impact of 
noise. In practice, since the estimation error of higher-order 
statistics will be increased with the number of the order 
increasing, higher-order statistics can not suppress Gaussian 
white noise as well as expected. In order to solve the problem, 
a new detection method of non-periodic DSSS signal based on 
the quadratic fourth-order moment chip (QFMC) is proposed, 
which is described as follows: 

(1) The fourth-order moment chip of non-periodic DSSS 
signal is estimated as ( )τ,0,04xm .  

(2) Removing ( )τ,0,04xm  at the point 0=τ , the other 

( )τ,0,04xm  is denoted )(ty .  
(3) The fourth-order moment chip of )(ty  is computed and 

is transformed into frequency domain as ( )( )τ,0,04 ymFFT . 

(4) If ( )( ) Dy TmFFT >τ,0,04
, the non-periodic DSSS 

signal is existed; instead, the signal does not exist. 
The detector structure of this method is shown in Figure 2. 
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( ) ( )tntstx += )( ( )τ,0,0ˆ 4xm

0=τ

( )),0,0ˆ( 4 τymFFT
0, HTD≤

1, HTD>
 

Figure 2.  The blind detector structure of non-peridic DSSS signal based on 
the quadratic fourth-order moment chip. 

Because the load of direct computation for ( )τ,0,04xm  is 

too heavy, Eq.(7) is used to reduce the amount of calculation. 
In the actual calculations, we approximate estimation of 

( )τ,0,04xm  by omitting the computation of limit and 

expectation in Eq.(7). 
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B. Simulation and Analysis  
In the simulation, chip rate is 2Mbps; information rate is 

10kbps; the carrier frequency is 10MHz; A/D sampling 
frequency is 200MHz, sample number N in one carrier period 
is 20. The spreading factor of Walsh code is 64, and the length 
of scrambling code is 2047. Additive noise is Gaussian white 
noise. A scrambling code contains a maximum of 32 
information code. Setting the false alarm probability 1%, and 
the detection threshold DT  can be determined. 

When the SNR is -25dB, the spectrum of ( )τ,0,04xm  is 
shown in figure 3. As the noise increases, the spectrum peak of 
signals is not obvious. In theory, the fourth-order moment chip 
of mixed-signal can effectively suppress Gaussian white noise, 
but since the estimation error and the noise is not strictly 
Gaussian white noise in the simulation, noise can not be 
completely suppressed. When the SNR is -25dB, the spectrum 
of ( )τ,0,04 ym  is shown in figure 4. In this figure, noise has 

been suppressed and the spectrum peak of the non-periodic 
DSSS signals is obvious. So the proposed method in this paper 
not only can effectively reduce both Gaussian white noise and 
estimation error, but also can improve the detection 
performance. 

If the user number is 2, 4, 8, respectively, the detection 
performance of proposed QFMC is shown in Figure 5. We can 
see that with the increase of the number of users K, the 
probability of detection increases. According to Eq. 6 , if 
the number of users increases, the value of the fourth-order 
moment chip will increase. Thus, the simulation results are 
consistent with the theory analysis. 
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Figure 3.  The spectrum of fourth-order moment chip of mixed-
noise signal at SNR=-25dB 
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Figure 4.  The spectrum of quadratic fourth-order moment chip of 
mixed-noise signal at SNR=-25dB  
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Figure 5.  The detection of non-peridic DSSS signal with different 

number of users 

 

199



When the number of users is 2, and the detection 
performances of the double frequency method (DFM), the 
spectrum-reprocessing method (SRM), cepstrum method (CM) 
and proposed method QFMC are shown in Figure 6. From the 
Figure 6, it can be seen that the detection probability of QFMC 
is above 90% at SNR -20dB. The detection performance of 
QFMC is much better than that of other methods. The SNR 
improvement of QFMC method is above 9dB when the 
detection probability is above 90%. 
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Figure 6 The blind detection of non-peridic DSSS signal with methods. 

IV. CONCLUSION 

Since the fourth-order moment chip of non-periodic DSSS 
signals has good performance in depressing Gaussian white 
noise, the detection method based on the quadratic fourth-order 

moment chip of non-periodic DSSS signals is proposed. The 
simulation results show this method’ detection probabilities 
could reach above 90% at SNR -20dB. 
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Abstract—Bluetooth (BT) is a short-range wireless 
communications system and the key features of BT are 
robustness, low power, and low cost. In this paper, we focus on 
the BT power consumption in sniff mode. First of all, we discuss 
the BT operations and acquire the expression of BT average 
power in sniff mode. Secondly, we use the current unit 
(microampere) to scale the BT’s average power and calculate it 
using the acquired expression. Thirdly, the analysis shows 
significant saving when a BT chip is in the slave role using the 
sniff mode even when using short sniff intervals, for instance a 
sniff interval Tsniff is 40 ms, the slave role can save 96.6% power, 
which is in comparison to the master’s power consumed when 
Npoll=2 slots on the ACL links. Given that the slave’s clock needs 
re-synchronization and considering the worst case clock drift and 
the response time, the longest supported Tsniff is not 
recommended. The impacts of the Nsniff_attempt and Tsniff parameter 
and the recent introduction of sniff sub-rating are also 
considered. 

Keywords-component: Bluetooth, Sniff Mode, Power saving,  
Power Consumption, Sniff sub-rating; 

I. INTRODUCTION  
Bluetooth [1] is a popular short-range wireless 

communications system, operating in the unlicensed 2.4 GHz 
ISM (Industrial Scientific Medical) band and its key features 
are robustness, low power, and low cost. Currently, Bluetooth 
is being applied to more and more applications in diverse 
fields, for example PC accessories, mobile phone accessories, 
home and entertainment devices, medical and fitness sensors, 
automotive industry and automation – factory and industrial 
sensors etc.  

Increase with the Bluetooth application widely, more and 
more portable devices have a Bluetooth module. These devices 
have a large battery to supply for up to a week or more. As 
Bluetooth module is the main data transmission module 
between devices, its energy consumption problem is gradual 
emerged. This paper presents the BT power consumption study 
of the standard specified sniff mode.  

The paper is structured as follows. Section II gives a short 
summary of Bluetooth low power modes. Section III explains 
the sniff mode operation in detail. In section IV, we discuss the 
expression of BT average power in sniff mode. Section V we 
evaluate the BT’s power and analyze the results. Finally, 
section VI presents our conclusion. 

II. BLUETOOTH LOW POWER OPERATIONS OVERVIEW 
Bluetooth provides various low-power operations to 

manage power consumption. At the microscopic level, the 
operation of packet handling and slot occupancy must be 
minimized but in accordance with the core specification. The 
basic idea is to reduce information exchange between the 
Bluetooth devices, and allow the transmitter and receiver to 
return to sleep if possible. 

At the macroscopic level, the basic idea which realizes low 
power is to adopt low power operation that reduces the duty 
cycle of the Bluetooth devices. It has three low power 
operation modes: sniff, hold and park, all of which are optional. 

In sniff mode, the master and slave agree periodic anchor 
points where they will communicate. Consequently, the 
Bluetooth devices negotiate a sniff interval (Tsniff) and a sniff 
offset (Dsniff) in the Asynchronous Connectionless Link (ACL) 
logical transport which is used largely to carry data as opposed 
to voice. The master shall only start a transmission to the slave 
in the specified sniff attempt slots and the slave may return to 
sleep in the remaining slots of the Tsniff period. The sniff sub-
rating (SSR) allows both the master and slave to increase the 
time between sniff anchor points, which could further reduce 
power consumed by link management in sniff mode. 

In hold mode, the slave shall not support ACL packets on 
the piconet’s channel. A timer shall be initialized with the 
timeout value holdTO. When the timer expires, the slave shall 
wake up, synchronize to the traffic on the channel and will wait 
for further master transmissions. During sniff and hold mode, 
the slave device keeps its logical transport address 
(LT_ADDR). 

A slave in Park mode does not need to participate on the 
piconet’s channel, but still needs to remain synchronized to the 
channel. The slave shall give up its logical transport address 
LT_ADDR and shall receive two new addresses to be used in 
the park state. 

Most research work focuses on the sniff mode and it is 
widely recommended for low-power operation. In [2] [3], the 
authors proposed a sniff scheduling scheme for power saving. 
In our paper, we will discuss the Bluetooth power consumption 
in sniff mode within different sniff intervals. 

This publication has been supported by the Irish Research Council for 
Science, Engineering and Technology (IRCSET) and the Wireless Access 
Research Centre, University of Limerick, Ireland. 
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III. BLUETOOTH OPERATIONS IN SNIFF MODE 
Sniff mode is the most common and flexible method for 

reducing Bluetooth’s power consumption. The operations are 
as follows. 

A. LMP and HCI Commands Operations 
The Bluetooth core system consists of a Host and one or 

more Controllers [1]. A Host is defined as all of the layers 
below the profiles and above the Host Controller Interface 
(HCI). A Controller is defined as all of the layers below the 
HCI. 

The Link Manager (LM) controls how the Bluetooth 
piconets and scatternets are established and maintained by the 
Link Control commands. The Host Controller Interface (HCI) 
provides a uniform command method of accessing controller 
capabilities.  

To enter sniff mode, both the master and slave can start a 
negotiation through the Link Manager Protocol (LMP) 
messages, commonly referred to as LMP protocol data units 
(PDUs). The process is initiated by sending an LMP_sniff_req 
PDU containing a set of parameters, which includes timing 
control flags, Dsniff, Tsniff, Nsniff_attempt, Nsniff_timeout. The receiving 
LM shall then decide whether to 1) reject the attempt by 
sending an LMP_not_accepted PDU; 2) suggest different 
parameters by replying with an LMP_sniff_req PDU; or 3) to 
accept the request. The negotiation is shown at Fig.1.  

 

Figure 1.  Negotiation for sniff mode [1] 

The HCI_Sniff_Mode command is used to alter the 
behavior of the LM and have it place the ACL baseband 
connection associated with the specified Connection Handle 
into the sniff mode. The HCI_Exit_Sniff_Mode command is 
used to end the sniff mode for a Connection Handle, which is 
currently in sniff mode.  

The HCI_Sniff_Mode command has six command 
parameters, which are Connection_Handle, Sniff_Max_Interval, 
Sniff_Min_Interval, Sniff_Attempt and Sniff_Timeout. Note the 
HCI_Sniff_Mode parameters include a min and max sniff 
interval, allowing the LMP a degree of flexibility in selecting 
the Tsniff period.  

An example of a sniff mode request which is accepted is 
shown Fig.2. 

 

 

Figure 2.  Sniff mode request by LMP and HCI commands [1] 

B. Transmitter and Receiver Operations 
When a slave enters sniff mode, it needn’t listen at every 

receive slot (Rx) and its receiver may go to sleep until the next 
anchor point. There are two key parameters in sniff mode: 
Nsniff_attempt and Nsniff_timeout. These parameters specify the number 
of baseband receive slots for sniff attempt and timeout, 
respectively. The slave continues to listen from the anchor 
point for the specified number of sniff attempts, and if it has 
received a packet addressed to it, then it may continue to listen 
for more packets up until the specified timeout. The slave’s 
receiver prepares to receive packets from the master at the 
scheduled sniff receive slots and do some operations based on 
the content of received packets or pending data for 
transmission. 

Fig.3 gives an overview of the operations of the slave 
transmitter and receiver. 

 

Figure 3.  The slave’s operations in sniff mode 

From Fig.3, we observe that the slave has a recover timing 
(RT) period at the sniff anchor point. The reason is the slave 
runs using its native clock (CLKN) in sniff mode and looses 
synchronization while sleeping. The master clock (CLK) is 
used for all timing and scheduling activities in the piconet. The 
slave maintains its own approximation to the master clock, but 
due to timing jitter and time drift between the respective clocks, 
it must continuously resynchronize. Hence, an uncertainty 
window is defined around the exact receive timing. The slave 
shall not recover the master timing until it receives a packet 
including the piconet access code from the master at the sniff 
attempt slots. The slave’s recover timing operation is shown in 
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Fig.4 where the recover timing window is centred around the 
slaves estimation of the sniff anchor point time. 

 

Figure 4.  The slave’s recover timing operation in sniff anchor point 

IV. BT AVERAGE POWER EXPRESSION IN SNIFF MODE 
The Bluetooth’s power consumption in sniff mode will be 

scaled by the average power during sniff interval. We analyze 
the different states when the Bluetooth device is in sniff mode 
and calculate the time spent in each state ( it ) [4]. Therefore the 
average power can be expressed by  

*i i
avg

i

P t
P

t
= ∑
∑

                                       (1) 

Where Pi represents the power consumption in state i.  

A. Slave’s Average Power  
In sniff mode, the CLKN may be driven by a low power 

oscillator with worst case timing accuracy (specified in the 
standard as drift=+/-250ppm and jitter=10μs), the slave’s Rx 
recover timing period (tRT) should be considered. The drift time 
parameter (tdrift) and jitter time parameter (tjitter) will incur 
power consumption due to resynchronization. The RT power in 
sniff mode PRT(S) is the averaged power in a sniff interval, 
which is as shown in: 

RT ( ) ( ) ( )drift jitterP S P S P S= +                                        
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S is the slave. Tsniff is the sniff mode interval; iRx is the 
current of a device in slave role when receiving; V is the 
voltage for the specific Bluetooth chip. 

To simplify the analysis, we set Nsniff_timeout=0. The tslot’s 
length is 625μs. Although it is possible to go to idle after the 
packet has been received, we will assume that it remains 
receiving for the full slot. Therefore, from the sniff description 
of part III, the slave’s Rx consumed average power PRX(S) in 
sniff mode is  

Rx

( * )*
( ) *sniffattempt slot Rx

sniff

N t i
P S V

T
=                       (3) 

If the master has no traffic to the slave during the sniff 
intervals, it is recommended that single slot packets are 
transmitted by the master during the slave re-synchronization. 
Therefore the slave should be sent a POLL or NULL packet 
which includes the piconet access code so that the slave shall 
keep synchronized to the channel. The slave’s transmitter will 
acknowledge, at the corresponding transmission slot (Tx) e.g. 
using a NULL packet if no command or data needs to be sent. 
The slave in the other Tx opportunities typically won’t send 
any packet if it has nothing to send. The slave’s Tx consumed 
average power PTX(S) in sniff mode is 

_
Tx

* (( 1)* )*
( ) *Tx slot sniffattempt slot Tx idle

sniff

i t N t i
P S V

T
+ −

=      (4) 

After Nsniff_attempt, the slave enters sleep until the next sniff 
anchor point, which means the lowest power consumption 
while the slave is in connection state. The sleep consumed 
average power in sniff mode is  

(2* * 2* ) *2*sleep sniff sniff jitter sniffattempt slott T drift T t N t= − + −  

sleep

*
( ) *sleep sleep

sniff

t i
P S V

T
=                                                    (5) 

 

The average power in sniff mode for the basic scenario 
considered is the sum of every operations average power, 
which is given by: 

RT( ) [ ( ) ( )] ( ) ( )avg Rx Tx SleepP S P S P S P S P S= + + +                        (6) 

B.  Master’s Average Power  
The master has three typical operations in sniff mode on the 

ACL link. The first and worst case power consumption is when 
the master sends a POLL packet to the slave and receives an 
NULL packet in return and continues to do so in sniff intervals, 
which means the effective sniff interval Tsniff=1.25ms(2 slots) 
and the master’s slots are always involved (Npoll=2 slots) on the 
ACL links and the average power is 

_
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M  is the Master. 

The second is when the master works as in normal ACL 
with no data traffic to send in sniff intervals, which means the 
master only sends POLL or NULL packets within the poll 
internal Npoll, which is default 40 slots. The average power is 

_

( ) *( 2)
( ) *Tx Rx idle poll

avg poll
poll

i i i N
P M V

N
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     (8) 

The third typical operation is when the master is on the 
ACL link only with data transfer e.g. a file transfer, which 
means the master slots are used for other logical transport 
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traffic or for POLL and NULL packets to the slave which 
might be in active mode or sniff mode. The approximate power 
consumption of this work state is between Pavg_on(M) and 
Pavg_poll(M). 

Fig. 5 illustrates an example of Bluetooth operation during 
sniff for both master and slave devices. Idle denotes that the 
receiver attempts to receive but after the short receive window, 
realizes that there is no packet being transmitted and changes to 
the idle state. 

 

Figure 5.  An example of Bluetooth theoretical power in sniff mode 

V. POWER CONSUMPTION CALCULATION AND ANALYSIS 

A. Calculate Average Power  
The power consumption of a Bluetooth module is the sum 

of that of the BT chip and other parts of the module e.g. 
microprocessor or wired communication devices. If BT chip 
works in sniff mode, other parts of module e.g. three-line 
UARTs could be set to sleep to save power. We only consider 
the power saving of a BT chip in sniff mode in the paper.  

Different Bluetooth chips have different Tx or Rx current 
and voltage parameters. A simplifying assumption is that 
voltage parameter is a normalized constant (e.g. V=1) and use 
the current’s unit (microampere) to scale Bluetooth’s power. 

From [5] [6] [7], we obtain indications of the range of the 
current parameters of Bluetooth. Therefore we can estimate the 
values of the parameters, which are representative of real 
device values. We set the parameters as follows: iTx=22mA, 
iRx=18mA, iTx_idle=iidle=4mA, isleep=40μA, Nsniff_attempt=1 and 
Nsniff_timeoutt=0. Considering the time drift parameter is variable 
and isn’t always specified at the max value. We set its average 
value driftavg=0.5*driftmax=125ppm.  

Therefore, we can make use of (2)-(8) to calculate average 
power. The result is as follows: 

TABLE I.  BT CHIP’S AVERAGE POWER BASED ON CURRENT 
CONSUMPTION ON ACL LINKS WITH SNIFF MODE 

Connection 
type 

Operations Mode 
(on ACL links) 

Average Unit ( )
( )

P S
P M

(%) 

master Npoll= 2 slots 20.0 mA - 
master Npoll= 40 slots(default) 4.80 mA - 
slave Tsniff = 1.25 ms 20.29 mA 101% 
slave Tsniff = 40 ms 0.677 mA 3.4% 
slave Tsniff = 1.28 s 0.0642 mA 0.32% 
slave Tsniff = 40.9 s 0.0454 mA 0.23% 

B. Power Consumption Analysis 
From Table 1, we observe that if Tsniff =1.25ms (2 slots), the 

BT chip of the slave won’t save power in sniff mode and the 
slave’s power will be consumed more than the master’s power 
which in slots are always involved (Npoll=2slots) on the ACL 
links. Fig. 6 compares and analyzes the master and slave’s 
power calculation results for different sniff intervals.  

 
Figure 6.  Average power of BT chip in sniff mode, Tsniff =[1.25ms,40ms] 

If Tsniff =40ms, the chip of slave will save 96.6% power 
consumption, compared to the master’s average power 
consumed using Npoll=2slots on the ACL links. The slave’s 
power calculation results for the sniff mode with different sniff 
intervals are depicted in fig. 7. 

 
Figure 7.  Average power of BT chip in sniff mode, Tsniff =[40ms,1.28s] 

If Tsniff = 40.9s and Nsniff_attempt=1, the slave role will save 
more power in theory. In reality, devices should not adopt the 
longest Tsniff to save power even when the application allows it. 
There are a few things that must be considered besides power 
saving.  

First of all, we must consider the CLK time drift of slave 
and the channel conditions. If in perfect synchronization then 
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the slave device always receive the master to slave 
transmission at the sniff anchor point. However, the slave 
CLKN time drift could result in 2*drift*Tsniff ≈10-20ms drift 
in the case Tsniff = 40.9s; whereby the slaves might lose timing 
and shall require re-synchronization before it may send 
information. The re-synchronization of the slave consumes 
power dependent on the length of a single search window and 
the duration of the search. 

 Simultaneously, the slave may lose traffic from the master 
depending on channel conditions. In the worse case channel 
conditions it is possible that an LMP supervision timeout will 
be reached (max 40.9s if enabled) causing the ACL connection 
to be lost. Thus, it is recommended that the parameter 
Nsniff_attempt *tslot is larger than 2*driftmax*Tsniff in sniff mode to 
improve the probability that the slave receives a packet 
scheduling from master during the sniff attempt windows. The 
slave will consume more power than the above calculation 
indicates in the longer sniff intervals.  

Secondly, for most BT applications it is important that the 
device has a rapid response time and minimizes latency when 
communicating to the other device. The longer the sniff 
interval will incur the longer waiting time when the device 
needs to transmit data. Some applications will switch between 
sniff mode and active mode with high frequency. Consequently, 
if the power saving of BT is only the BT chip in sniff mode, it 
is meaningless to improve the power saving from 96.6% to 
99.9% by using the longest sniff interval. 

Last but not least, sniff sub-rating provides a mechanism to 
increase the time between sniff anchor points. Even if SSR 
increases the response time in the normal case the advantage of 
SSR is that when a packet is missed at a SSR anchor point the 
slave can listen and recover synchronization at the next sniff 
anchor points.  

Finally, there are implications when selecting the value of 
the Nsniff_attempt parameter. From a power consumption 
perspective, Fig.8 shows the impact of Nsniff_attempt and Tsniff.  

 
Figure 8.  Average power of BT chip in sniff mode, Tsniff =[1.28s,40s] 

VI. CONCLUSION AND OUTLOOK 
This paper introduced the expressions for average BT 

power consumption through analysis of the BT’s operations in 
sniff mode. We evaluated the BT average power in sniff mode 
with different sniff intervals. The analysis shows the BT chip in 
slave mode can save 96.6% of its power consumption while in 
the sniff mode based on realistic current parameters and setting 
Tsniff=40ms. The saving is in comparison to the master’s power 
consumed when Npoll=2slots on the ACL links. The more the 
slave enters sniff mode with an appropriate Tsniff, the more the 
slave can save power.  

In order to reduce the probability of link disconnections, the 
appropriate value of Tsniff and Nsniff_attempt should be determined 
by the channel conditions. The longest Tsniff is not 
recommended in this paper, its value will be determined by 
considering the application’s required response time and 
whether sniff sub-rating is available. 

Most current BT based devices do not achieve these 
savings, and the resultant extended battery life, as it requires 
that other chips in a BT module must also be put into deep 
sleep during the sniff sleep period e.g. UART devices and 
microprocessors. This requires cooperation between the host 
and host controllers, and some of the BT modules do support 
this. 
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Abstract 
 

With the development of broadband systems, 
multimedia communication in wireless networks has 
become very common. However, supporting multimedia 
applications over multiple users either require high 
bandwidth or a dynamic bandwidth utilization 
mechanism.  This in turn calls for an efficient technique, 
that can estimate the available bandwidth in the 
network accurately over real-time.  In this paper, the 
different estimation algorithms are analyzed and the 
performance of state-of-the-art estimation algorithm, 
‘Spruce’, is evaluated by comparing with the actual 
measured bandwidth. The key characteristic found was 
that the bandwidth estimation technique always 
produces some error which results in inaccurate 
estimation. This brings about the necessity for an 
intelligent estimation technique that would not only 
offset the inaccuracy resulting from the self-use of the 
bandwidth, but also minimize the bandwidth used by 
the estimation algorithm.   
 
I. Introduction 
 

In the recent years, there has been rapid growth of 
Internet-based services over the wireless network. With 
this, more and more demands are being placed on the 
performance of the network. The end-users demand that 
consistent monitoring of the performance is carried out, 
in order to both detect faults quickly and also predict 
and make provision for the growth of the network. 

Measuring the performance of the Internet over 
wireless network is extremely difficult. Even with the 
complete support of the different Internet service 
providers (ISP), the complexity of the network means 
that normally multiple providers are involved in the 
end-to-end connection between hosts. This situation 
makes the monitoring of end-to-end performance by 
any one ISP nearly impossible. In addition, the wireless 
networks, especially the cellular networks providing 

both voice and video require accurate bandwidth 
estimation to optimize the network performance [1].  
This puts a great demand for new tools that would 
enable the end-users and the service providers to assess 
the performance of the wireless network, especially the 
network bandwidth, without any external assistance. 
There are significant constraints in the development of 
such tools. Importantly, these tools need to rapidly and 
easily measure the end-to-end performance of the 
network, while not placing any additional load on the 
network than is absolutely necessary. It should be noted 
that any extra load would restrict the times that the 
measurement could be made, and depending on the 
topology of the wireless network, it could create large 
extra traffic charges. 

A large amount of time and energy is currently being 
spent for researching on high speed, next generation 
networks [2]. These networks are being constructed in-
order to support the large growth in the Internet, as well 
as enabling high bandwidth services to run over the 
network to more people. There is an increasing demand 
in the industry to find out whether the performance 
obtained from these networks is what is expected from 
them. With this regard, there has been much work on 
developing techniques for estimating the capacity and 
available bandwidth of network paths based on end-
point measurements. Bandwidth is a key factor in 
several network technologies. Several applications can 
benefit from knowing bandwidth characteristics of their 
network paths. The motivation behind bandwidth 
estimation has been the potential for applications and 
end-host-based protocols to take advantage of 
bandwidth information in making intelligent choices on 
server selection, TCP ramp-up, streaming media 
adaptation, etc [3]. 
 

In this paper, the different bandwidth estimation 
techniques that have been proposed and used for 
wireless networks have been analyzed. Especially, the 
performance of the state-of-the-art technique, “Spruce” 
is analyzed in detail, and its advantages and 
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shortcomings are discussed. In addition, a novel 
intelligent estimation technique is introduced, 
especially the characteristics required to make it an 
efficient method.  
 

The paper is organized as follows. Section II 
describes the related work, whereas Section III 
describes the performance of the state-of-the-art 
bandwidth estimation method, and its characteristics. 
Section IV describes the experimental set-up that has 
been built, while Section V describes the simulation 
results. Section VI introduces a novel intelligent 
bandwidth estimation technique. Finally, Section VII 
provides the conclusions and the future work in this 
direction. 

 
 
II. Related Work 
 
Recently, bandwidth estimation techniques have drawn 
widespread interests in network management arena. A 
couple of bandwidth estimation techniques have been 
based on the packet-pair principle [4, 5]. However, the 
initial versions of such techniques did not consider the 
problem of cross-traffic interference. In order to 
alleviate this problem, various refinements have been 
proposed, that includes - sending trains of packets of 
various sizes (e.g., bprobe [6]) and better filtering 
techniques to discard incorrect samples: for example, 
nettimer [7]. However, the filtering technique is made 
complex by the multi-modality of the distribution of 
packet-pair spacing [8] and with the observation that 
the dominant mode might not correspond to the actual 
network bandwidth [9]. There are several other 
bandwidth estimation techniques, that were proposed in 
the early years of research in wireless networks - such 
as cprobe [6], symptotic dispersion rate [9] etc. Many 
of the recently proposed techniques fall into two 
categories: packet rate method (PRM) and packet gap 
method (PGM). PRM-based tools, such as pathload 
[10], PTR [11], pathchirp [12], and TOPP [13], are 
based on the observation that a train of probe packets 
sent at a rate lower than the available bandwidth 
 
The current research on bandwidth estimation 
algorithms could be classified into three categories [14], 
[15]: packet dispersion measurement (PDM), probe 
gap model (PGM) and probe rate model (PRM). The 
PDM techniques, such as the packet pair or packet train, 
estimates network capacity by recording the packet 
inter-arrival time. However, the main disadvantage of 
PDM-based technique is that they have very low 
accuracy when applied to the wireless networks. The 
basic principle of PGM is that the server sends a probe 
packet pair with time dispersion, T , and after 
successful transmission, the receiver records a changed 
dispersion time, T . The value, T - T is then the time 

for transmitting crossing traffics under the condition 
that a single bottleneck link is assumed. The crossing 
traffic rate, BW could be written as BW  = (T - T ) x 
C/T , where C is the capacity of the network. Hence, 
the estimated available bandwidth would be    C – BW . 
However, the main disadvantage of PGM is that it 
assumes that the network capacity is known, and that 
this would supply fast as well as a certain accuracy of 
estimation. In reality, however, the network capacity is 
not always known beforehand. The PRM techniques 
estimate bandwidth using three kinds of traffic rates: 
sender-side probing rate (C ), receiver-side probing rate 
(C ) and available bandwidth (BW).  
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III. State-of-the-art Bandwidth Estimation 
 

In terms of measuring the kind of bandwidth in the 
network, most of the proposed techniques concentrate 
on measuring one of two values - either the individual 
link bandwidths of a path, or the capacity of a path. In 
general, these techniques can be classified into two 
groups: Single packet and packet pair techniques. The 
names refer to the number of packets that are used in a 
single probe. A measurement of a link or path will 
consist of multiple probes, in the case of some 
implementations [16], this can be in the order of 10MB 
of data (14400 individual probes) to measure a 10 hop 
path. The following sections will detail the theory of 
these techniques, improvements suggested and example 
implementations. 
 
a. Single packet techniques: This method 

concentrates on estimating the individual link 
bandwidths as opposed to end-to-end properties. 
These techniques are based on the observation that 
slower links will take longer to transmit a packet 
than faster links. If it is known how long a packet 
takes to cross each link, the bandwidth of that link 
can be calculated. 

b. Packet pair technique: This method attempt to 
estimate the path capacity not the link capacity 
discovered by single packet techniques. These 
techniques have been in use since at least 1993, 
when Bolot [17] used them to estimate the path 
capacity between France and the USA. He was able 
to quite accurately measure the transatlantic 
capacity, which at that time was 128kbps. Packet 
pair techniques are often referred to as packet 
dispersion techniques. This name is perhaps more 
descriptive. A packet experiences a serialization 
delay across each link due to the bandwidth of the 
link. Packet pair techniques send two identically 
sized packets back-to-back, and measure the 
difference in the time between the packets when 
they arrive at the destination. 
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Spruce: Spruce has been one of the most successful 
bandwidth estimation techniques under the packet pair 
technique. Spruce has been found to be significantly 
superior to other methods like Pathload and IGI [18]. 
The technique of Spruce is explained, in detail, 
followed by the experimental results in the next section. 
 

Spruce (Spread Pair Unused Capacity Estimate) is a 
tool for end hosts to measure available bandwidth. It 
samples the arrival rate at the bottleneck by sending 
pairs of packets spaced so that the second probe packet 
arrives at a bottle-neck queue before the first packet 
departs the queue. Spruce then calculates the number of 
bytes that arrived at the queue between the two probes 
from the inter-probe spacing at the receiver. Spruce 
computes the available bandwidth as the distance 
between the path capacity and the arrival rate at the 
bottleneck. Spruce is based on PGM. Like other PGM 
tools, Spruce assumes a single bottleneck that is both 
the narrow and tight link along the path. 
 

Some of the characteristics of Spruce that 
distinguishes it from other bandwidth estimation tools 
are explained below. 
 
1. Spruce uses a Poisson process of packet pairs instead 
of packet trains (or chirps). This form of sampling done 
by Spruce makes it both non-intrusive and robust. 
 
2. With the help of a careful parameter selection, 
Spruce ensures that the bottleneck queue is not empties 
between the two probes in a pair, which is a 
prerequisite for having the correctness of gap model. 
 
3. Spruce distinguishes capacity measurement clearly 
from available bandwidth measurement. Spruce 
considers that the capacity can be measured without any 
difficulty with one of the capacity measurement tools. 
In addition, it assumes that the capacity remains stable 
when measuring the available bandwidth. This 
assumption holds for all scenarios for which Spruce has 
been designed for estimating the bandwidth of the paths 
in overlay networks. 
 

In the next section, the performance of Spruce is 
analyzed for computing the available bandwidth in real 
network settings. 
 
IV. Experimental Setup 
 

Fig. 1 shows the simulation topology where 
multimedia applications send multimedia and crossing 
traffics to clients via a wired network as well as a last 
hop WLAN. Traffic servers send crossing traffics to 
share the bottleneck from AP to clients. 

 
 
 

Fig. I Simulation Topology 
 

In the experiment, it is assumed that IEEE 802.11b 
WLAN is the bottleneck link on the end-to-end path. 
The WLAN has the smallest available bandwidth which 
is also the end-to-end available bandwidth.  
 

Table I summarizes the configuration setup in NS. 
Two additional wireless update package are introduced, 
NOAH1 and Marco Fiero Package2. NOAH package 
(No Ad-Hoc) is used for simulating infrastructure 
WLAN and Marco Fiero Package provides a more 
realistic wireless network environment. As a result, in 
our experiment, there are four degrees of bandwidth - 1, 
2, 5.5 and 11Mbps, depending on the distance from AP. 
Fig. 2 shows the characteristic of the real IEEE 802.11b 
network.  

 

 
Fig.  2 Signal Strength Around Access Point 

 
Wmin and Wmax are the minimum and maximum 

values of contention window. Basic rate, sending rate 
of control packets (ACK, RTS, CTS), is set as 1Mbps. 
 

In our experiment, six separate tests were conducted. 
Each test consists of one to three unicast video traffics 
and one client starts moving from 5s at the speed of  
 
 
1http://icapeople.epfl.ch/widmer/uwb/ns-2/noah/ 
2http://www.telematica.polito.it/fiore/ns2_wireless_update_pa
tch.tgz 

Transport Protocol UDP 
Wireless protocol 802.11b 
Routing protocol  NOAH 
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Error Model Marco Fiero package 
Wired Bandwidth 100Mbps LAN 
MAC header 52 bytes 
Wmin 31 
Wmax 1023 
ACK 38 bytes 
CTS 38 bytes 
RTS 44 bytes 
SIFS 10µsec 
DIFS 50µsec 
Basic rate 1Mbps 

 

Table 1. Simulation Setup in NS-2.29 
 

1m/s. Variable network conditions were also introduced 
and realized by varying current    traffic loads. This is 
done by generating CBR/UDP crossing traffics using 
1500 bytes packet. Additionally, the number of video 
traffics increases in each separate test. Along with the 
increasing loads of traffics, the network becomes 
congested. This set is to verify how the performance of 
Spruce works under heavy network condition. 
 
V. Experimental Results 
 

This section studies the performance of Spruce by 
comparing it with Measured Bandwidth. Measured 
Bandwidth is based on the concept of maximum 
throughput that an application can obtain. It depends on 
the transmission mechanism like TCP, UDP.  

 
Fig. 3 Comparison of bandwidth calculated from 
measured and spruce with no crossing traffic. 

(One server and one client) 
 

Fig. 3 and Fig. 4 show the comparison results of 
Measured Bandwidth (calculated from trace result of 
NS-2) and Estimated Bandwidth (Spruce) for periods of 
0 and 200 seconds without cross traffics. The Spruce 
traffic was started from 3s. Spruce probing traffic used 
CBR/UDP flow to send packets of 1500 bytes with the 
rate of 0.15Mbps. 

 
 
Fig. 4 comparison of bandwidth calculated from 
measured and spruce without crossing traffic.  

(One server and two clients) 
 

The first test consisted of one server and one client as 
provided in Fig. 3.  A video clip of two hundred 
seconds was transmitted to client via high speed 
(100Mbps) wired network and IEEE 802.11b WLAN. 
The client started moving away from AP from 2s at the 
speed of 1m/s. Since Marco Fiero package was 
implemented, bandwidth dropped when the distance 
between mobile client and AP increased. As seen in 
both Fig. 3 and Fig. 4, both the measured and estimated 
bandwidth fluctuated considerably at around 80s and 
130s due to interference of incoming cross traffics. In 
order to discover the performance of bandwidth 
estimation, average bandwidth is introduced. In Fig. 3, 
the average bandwidth estimated by Spruce was 
1.51Mbps, notably different from the measured 
bandwidth of 2.96Mbps. Thus, an error of 1.45 (47%) 
was observed with Spruce.  However, it was observed 
that Spruce better during the initial time duration (the 
first 80 seconds). For the same configuration as for Test 
1, another multimedia server and client pair were added 
in Test 2, and the results could be seen in Fig. 4. Two 
video clips with the same size were transmitted to 
clients in terms of unicast traffic streams. The error in 
case of Spruce was 1.63 (25%). Hence, Spruce 
performed considerably in case of heavy traffic 
condition (two clients).  

 
Fig. 5, 6, 7, 8 provide the simulation results with the 

participation of crossing traffics. In order to have fair 
comparison, the Spruce probing traffic was added as in 
Test 1 and 2. The results in Fig. 5 were obtained with 
two video traffics and one crossing traffic. The video 
traffics were scheduled to start transmission at 2s and 
30s, and the crossing traffic began at 50s. The incoming 
of traffics resulted in changes of estimated bandwidth 
as shown in the figure. Fig. 6, 7 and 8 show the results 
when the number of crossing traffic and video traffic 
increased.  
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Fig. 5 Comparison of bandwidth calculated from 
measured and spruce without crossing traffic. 

(Two clients and one cross traffic) 
 

 
Fig. 6 Comparison of bandwidth calculated from 

measured and spruce without crossing traffic. 
(Two clients and three cross traffics) 

 

 
Fig. 7 Comparison of bandwidth calculated from 

measured and spruce without crossing traffic. 
(Two clients and two cross traffics) 

 
VI. Necessity for Intelligent Estimation 
Method  
It can be observed from the experimental results in 
Section V that the performance of Spruce   can    be 
offset by up   to   50%   as   compared to   the   actual 
measured bandwidth. In practice, on an average, the 
performance of Spruce is offset by 30%.   

 

 
Fig. 8 Comparison of bandwidth calculated from 

measured and spruce without crossing traffic. 
(Three clients and three cross traffic) 

As the demand for performance on the Internet 
grows, so does the requirement for tools to accurately 
measure performance. This growing demand also 
means that solutions that place a large load on the 
network would not be able to scale. This in fact creates 
an urgent need for having tools that can accurately 
estimate various types of bandwidths. Also, such 
techniques need to estimate the bandwidth accurately 
without creating large volumes of traffic. 

An intelligent bandwidth estimation (iBE) technique 
is being researched by our team that would reduce the 
error between the measured and the estimated 
bandwidth. The basic idea of iBE is to use the 
difference between the packet’s transmission time and 
reception time at MAC layer. The actual algorithm and 
the mechanism of iBE are not explained here 
completely; as it is still under research. The initial 
results are shown in Table II. It can be observed from 
Table II that for CBR/UDP traffic of 0.5 and 1.0 Mbps 
data rate for different video clients, the iBE shows 
significantly less error with respect to the actual 
measured bandwidth, as compared to Spruce. 
 
VII. Conclusion and Future Work 

 

This paper reviews the different categories of 
bandwidth estimation techniques for wireless networks. 
Single pair and packet pair were the two prominent 
kinds of estimating bandwidth for such networks.  A 
state-of-the-art packet-pair estimation technique, 
“Spruce” was described and analyzed for different 
kinds of Internet-based multimedia traffics. It was 
found    over    different    conditions    that   “Spruce” 
though satisfactory most of the times, was found to give 
errors, as much as up to 50%. 
 
A new intelligent bandwidth estimation algorithm for 
multimedia delivery over wireless networks has been 
researched in the recent years. The initial results have 
shown ‘intelligent technique’ to give results much 
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closer to the actual measured bandwidth. Further work 
in this direction is to fully develop the intelligent 
bandwidth estimation method, and to test its 
performance against different multimedia based 
applications.  
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Abstract 

This paper introduces IP Multimedia Subsystem (IMS) as the 
infrastructure of content networking. The proposed IMS 
based content networking architecture is enhanced by 
interaction between bearer gateway and signaling layer to 
guarantee the Quality of Service (QoS) of the traffic. A new 
IMS component - Content Navigating Function (CNF) is also 
introduced to provide content service to the end user. With its 
well-designed architecture and maturing specifications, the 
QoS mechanism of IMS does contribute to traffic management 
in the content network. The typical scenario description and 
high level call flow of content sharing sessions are also 
provided. 
 
Keywords: QoS; IMS; Content network. 

1 Introduction 

People in large and rapidly growing numbers are creating and 
sharing their content or commercial content products with 
each other through networks. Traffic generated from this 
sharing represents a significant component of today's 
communication networks traffic. Needless to say, content 
networking providers concern more and more about how to 
guarantee Quality of Service (QoS) for this kind of traffic, 
especially for bandwidth hungry traffic, like multimedia 
stream. Content caching and server clustering have been 
using for web content delivery [1]. And the Content Delivery 
Network (CDN) [2, 3, 4] has been proposed to improve end-
user Quality of Experience (QoE) by replicating content in a 
network of geographically distributed surrogate servers. 
Request-routing mechanisms [5], content replication 
techniques [6], load balancing and cache management [7] 
have also been studied. To efficiently implement CDN, the 
IETF CDI group has proposed Content Distribution 
Internetworking (CDI) concept to enhance the CDN by 
aggregating separate CDNs into an integrated one. As the 
result, several Request For Comments (RFC) have been 
published, such as CDI architecture overview [8], its models 
and usage scenarios [9], terminologies and requirements [10]. 
 
CDN currently focuses on how to distribute the content on the 
network and how to redirect the request, as well as how to 
account.  But it doesn’t consider Service Level Agreement 
(SLA) that describes the subscription between the end user 
and the service provider. On the other hand, IP Multimedia  

 
 
Subsystem (IMS) [11, 12], as a standardized Next Generation 
Networking (NGN) architecture and the industry's great 
unifying technology, provides a good solution for this.   
 
This paper proposes an IMS based architecture for both 
centralized and Peer-to-Peer content network and a new IMS 
Application Server (AS) [11] - Content Navigating Function 
(CNF) dedicated for the content network to guarantee the 
QoS of the traffic. With its well-designed architecture and 
maturing specifications, the IMS QoS mechanism [13, 14, 15, 
16, 17] does contribute to traffic management in the content 
network. The typical scenario description and high level call 
flow of content sharing sessions are also provided. 
 

2 IMS based content network architecture 

Figure 1 illustrates the IMS based content network 
architecture, which mainly takes specifications from 3rd 
Generation Partnership Project (3GPP) [12, 13, 14] and 
Telecommunication and Internet converged Services and 
Protocols for Advanced Networks (TISPAN) [15] as the 
reference.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. IMS based content networking architecture 
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2.1 CNF 

The Content Navigating Function (CNF) provides 
information necessary to the user to select a content service. 
The functionalities of CNF are: 
 

1. Collecting the available content service information 
that the client can select. 

2. Providing UI functionality for the end user to query 
the content service information.  

3. Present the content service information according to 
the user preference. 

4. Navigate the address of content host or peer host in 
the form of Uniform Resource Identifiers (URIs) or 
IP addresses. 

5. Provide other useful data of the content service. 
 

The CNF is a kind of SIP Application Server (AS) [11]. 

2.2 CSCF 

The Call Session Control Functions (CSCFs) [11, 12] are the 
core elements to perform the session control in the IMS 
architecture. It can act as Proxy CSCF (P-CSCF), Serving 
CSCF (S-CSCF) or Interrogating CSCF (I-CSCF). The P-
CSCF is the first contact point for the UE within the IMS; the 
S-CSCF actually handles the session states in the network; the 
I-CSCF is mainly the contact point within an operator's 
network for all IMS connections destined to a subscriber of 
that network operator, or a roaming subscriber currently 
located within that network operator's service area [12].  
 
In IMS based content network, CSCFs also provide session 
control functionalities, such as session establishment, 
modification, termination for content sharing sessions.     

2.3 PD-FE 

The Policy Decision Function Entity (PD-FE) [16] is a logical 
policy decision element for service-based policy control. It 
makes policy decisions using policy rules defined by the 
network operator according to the user’s subscription or 
request, and then maps the local policy into the parameters to 
be sent to the Border Gateway Function (BGF). The PD-FE 
hides the underlying network topology from applications, 
which allows the PD-FE to offer a common view to the CSCF 
regardless of the underlying network topology and particular 
access technology in use.  
 
In IMS based content network, PD-FE makes policy decisions 
for content sharing sessions according to user’s subscription 
or request and asks BGF to enforce them.  

2.4 BGF 

The Border Gateway Function (BGF) is a packet-to-packet 
gateway for user plane media traffic. The BGF performs both 
policy enforcement functions and NAT functions under the 
control of the PD-FE in each of the network segments: access, 
aggregation and core [15]. The BGF has a policy enforcement 

function that interacts through the Ia reference point with the 
PD-FE and is under the control of the PD-FE. The BGF 
operates on micro-flows, i.e. on individual flows of packets 
belonging to a particular application session. The BGF’s 
policy enforcement function is a dynamic gate that can block 
individual flows or allow authorized flows to pass. The PD-
FE instructs the BGF to open/close its gate for the particular 
flow, i.e. to allow the admitted flow to pass through the BGF. 
Possible resources that are managed by the BGF include the 
handling of a pool of IP addresses/ports and bit rate on the 
BGF interfaces. 
 
In IMS based content network, BGF enforces the policy from 
PD-FE, i.e. allocate bandwidth needed for allowed media 
flows of content sharing sessions and block unauthorized 
flows.  Furthermore, BGF will report the bandwidth usage 
status to PD-FE. Essentially, QoS is guaranteed from this. 

2.5 HSS 

The Home Subscriber Server (HSS) [12] is the main data 
storage for all subscriber and service-related data of the IMS. 
The main data stored in the HSS include user identities, 
registration information, access parameters and service-
triggering information. In addition to functions related to IMS 
functionality, the HSS contains the subset of Home Location 
Register and Authentication Center (HLR/AUC) functionality 
required by the packet service domain and the circuit service 
domain. 
 
In IMS based content network, HSS stores the profile of 
content network users, such as QoS parameters, service-
triggering information, etc. 

2.6 Content/Peer Host 

Content/Peer Host [1] stores media content or other service 
information. Content/peer Host is responsible for delivering 
content data to the client. The difference between content host 
and peer host is that content hosts are several stable, reliable 
and powerful servers with large storage provided and 
maintained by the service provider in some relatively 
centralized sites, while peer hosts are mainly highly 
distributed low performance personal computers.  

 

3 CNF communication mechanism 

3.1 CNF and Content/Peer host 

When the Content/Peer host is online, it contacts CNF and 
reports its status and the information of services it can provide. 
The CNF will save the information and response an OK as the 
acknowledgement. SIP [18] can be used as the 
communication protocol. Peer hosts communicate with CNF 
more frequently than content hosts since peers join and leave 
the network randomly.  
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3.2 CNF and CSCF 

CNF is an Application Server (AS) to CSCF. When requested 
by the user, CSCF will query CNF for available content 
service information or available peer host information. CNF 
sends back information requested back to CSCF. They can 
use SIP [18] protocol to communicate as defined in [11].  

4 Typical scenarios and Call Flows   

4.1 Peer-to-Peer content network 

Figure 2 depicts the call flow of P2P IMS based content 
network. In P2P content network, since peers can start 
sessions directly without CSCF awareness, the CSCF can’t 
control every session in signaling level. It’s transport layer 
entity, like BGF, to take the responsibility to manage the 
traffic. When the user registers to the network, the BGF will 
allocate an amount of bandwidth for the user according to the 
user’s subscription. The BGF will perform Deep Packet 
Investigation (DPI) to guarantee the bandwidth allocated for 
the user and make sure the bandwidth used by every user 
can’t exceed the assigned value. This resource ration strategy 
will eliminate the unfairness that some hungry users consume 
lots of bandwidth, so that other users can only get service 
with poor quality or even get starved.  
 

1. When a peer host starts up, it will report to CNF 
its status and the information of service it can 
provide. 

2. CNF responses OK and save this information 
into its local memory. Here CNF has similar 
functionality as Gnutella Host-Cache Server [1]. 

3. The user equipment registers to the CSCF. 
4. CSCF queries Home subscriber server (HSS) to 

get the user’s profile, which includes QoS 
parameters, such as bandwidth subscription, etc. 

5. HSS sends the profile to CSCF as requested. 
6. CSCF asks PD-FE to authorize bandwidth for 

the user as subscribed. 
7.  PD-FE indicates the BGF to enforce the QoS 

policy for the user. 
8. BGF reports the result of policy enforcement to 

PD-FE. 
9. PD-FE reports the result of policy enforcement 

to CSCF. 
10. CSCF sends the registration response to the user. 
11. The user asks CSCF to get prospective peer 

address and related information. 
12. CSCF queries CNF for this. 
13. CNF sends the information to CSCF as 

requested. 
14. CSCF sends back the requested information to 

the user. 
15. The user contacts peer hosts to get services 

wanted. 
16. The peer hosts response and provide services to 

the user, like content sharing.  

During the content sharing session, the BGF will perform 
Deep Packet Investigation (DPI) to guarantee the bandwidth 
allocated for the user and make sure the bandwidth used by 
the user within the value assigned.  

17. If BGF finds that the user is trying to use more 
bandwidth than assigned value, it will report this 
to PD-FE. 

18. PDFE reports to CSCF that the user is trying to 
use more bandwidth.  

19. CSCF prompts the user to buy more bandwidth. 

4.2 Centralized content network 

Figure 3 depicts the call flow of IMS based centralized 
content network. In IMS based content centralized network, 
every session establishment must pass through CSCF. So 
CSCF can control all sessions. When the user initiates the 
session, CSCF will indicate PD-FE/BGF to allocate requested 
bandwidth for the session. This QoS policy will override the 
policy enforced in user registration stage. Thus per-session 
based dynamic QoS policy enforcement can be realized. It’s 
different than P2P content network. 
Step 1~10 are similar as P2P content network. Following is 
the description from step 11: 
 

11. The user asks CSCF for currently available 
content service information. 

12. CSCF query CNF for this. 
13. CNF sends back the information to CSCF as 

requested. 
14. CSCF sends back available content service 

information to the user. 
15. The user picks up a service and sends a session 

initiation request to CSCF. It’s usually by a SIP 
[8] INVITE message. 

16. CSCF sends the session initiation request to 
content host that can provide the service 
requested by the user.  

17. The content host responses CSCF the service 
request. 

18. CSCF asks PD-FE to authorize bandwidth for 
the session. 

19. PD-FE indicates the BGF to enforce the new 
QoS policy for this session. 

20. BGF reports the result of policy enforcement to 
PD-FE. 

21. PD-FE reports result of policy enforcement to 
CSCF. 

22. CSCF sends the session initiation response to 
the user.  

 
Then the content host can start the content delivery to the user. 
By enforcing QoS policy in step 19, BGF guarantee the 
bandwidth allocated for the session and can’t exceed it. 
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User BGF PD-FE  CSCF CNF(AS) HSS 

This is a high level call flow 

(3) IMS register 

 (7) Indicate the BGF to enforce the policy

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

(8) Report the policy enforcement result

(10) Registration response

(9) Report the policy enforcement result

Figure 2. Call flows of IMS based P2P content network 

(12) Get prospective peer address/info
 

(13) Response 

 
(6) Send user’s QoS policy to PD-FE 

BGF is performing DPI. Guarantee 
the bandwidth allocated and limit the 
bandwidth usage within the value 
assigned in step 7. 

Peer Host1..n 

(4) User profile query

(5) User profile query response

(15) Contact peer host to get services 

(1) Report it’s status and service info 

(2) Response OK

(11) Get prospective peer address/info 

(14) Response prospective peer 
address 

(16) Service providing 

(17) Report the user is trying to use more bandwidth
 

 

(18) Report the user is trying to use more bandwidth 

(19) Prompt the user to buy more bandwidth
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This is a high level call flow 

(1) Report it’s status and  service info 

(2) Response OK 
(3) IMS register 

(4) User profile query

(5) User profile query response

(6) Send user’s QoS policy to PD-FE 

 (7) Indicate the BGF to enforce the policy
 

(8) Report the policy enforce t resultmen

(9) Report the policy enforcement result

(10) Registration response

(11) Get content service info 

(12) Get available content service info
 
(13) Response 

(14) Response with available content service info  

(15) Session Initiation request 
(16) Session Initiation request 

Figure 3. Call flows of IMS based centralized content network 

 (19) Indicate the BGF to enforce the QoS policy

 
(18) makes resource request to PD-FE 

 

(20) Report the policy enforcement result

(21) Report the policy enforcement result
 

(17) Session Initiation response 

Start Content delivery 

(22) Session Initiation response 

BGF is performing 
DPI. Guarantee the 
bandwidth allocated 
and limit the 
bandwidth usage 
within the value 
assigned in step 19. 
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5 Conclusion 

This paper proposed an IMS based content network 
architecture and a new IMS Application Server (AS) - 
Content Navigating Function (CNF) dedicated for the content 
networking to guarantee the QoS of the traffic. Mature IMS 
QoS mechanism can provide solid QoS assurance for content 
networks. The typical scenario description and high level call 
flow of content sharing sessions are also provided. 
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Abstract: Dv-Hop is one of the Range-Free Algorithms for 

Wireless Sensor Networks. While lanchor nodes density is 

low Dv-Hop shows bad average error and poor Stability. 

This paper proposes an Enhanced Dv-Hop Algorithm(EDVA) 

in order to improve the performance with low anchor nodes 

density. The main idea of EDVA is setting anchor nodes at 

the boundary to reduce the average error. Through 

simulation, the EDVA has better performance in average 

error and stability than Dv-Hop. 

Keywords: WSN; Dv-Hop; Average error; Improved; Density 

I. INTRODUCTION 

Ad-hoc wireless sensor networks have many 
attractive applications. While located in different 
environment, to determine the node location is 
fundamental to these applications. Although the location  
information can be obtained by GPS system with a good 
precision, it is obviously not a scalable solution because it 
is very expensive to implement GPS for a large number of 
nodes[1].  

In an ad-hoc localization system, nodes determine 
their position in a common coordinate system using a 
number of anchor nodes that already know their location 
(through some external means, such as GPS in that 
coordinate system). These systems assume all nodes 
possess a ranging capability (the ability to estimate 
distances to other nodes). Using their range estimates and 
several distributed position fixing techniques to determine 
their positions in the coordinate system[2]. 

Usually radiolocation approaches are applied to 
ad-hoc sensor networks. it face several challenges[3]: 
sparse reference points, limited ranging accuracy, and the 
need for low-power consumption. The number of anchor 
nodes, or nodes with a prior knowledge of their locations 

relative to a global coordinate system, are assumed to be 
limited. The other nodes, their communication range is 
limited to their immediate neighborhood, have to connect 
to the anchor nodes hop by hop and estimate the distance 
to it, and then calculate the coordinates by performing 
traditional triangulation algorithms. So the place of 
anchor nodes is important to reduce the error distant 
estimation.  

I.            II. DV-HOP ALGORITHM 

Dv-Hop algorithm[4-5] is one of the APS distributed 
localization algorithms which mainly relies on the 
distance vector routing between the unknown nodes and 
anchor nodes, it is easy to be achieved. With moderate 
accuracy, it is a good choose for Wireless Sensor Network 
that have a limited hardware support. 

Dv-Hop algorithm can be divided into three phases: 
computing the smallest hop between unknown node 

with each anchor node. 
First , using a typical distance vector exchange 

protocol to get hops between all nodes with anchor nodes. 
Anchor nodes broadcast the packet which including hops 
information to neighbor nodes, and the receive nodes 
record the smallest hop to every anchor node, ignoring 
the more large hops from the same anchor node, then 
increase 1 hop and transmit to neighbor node., so each 
node can get path with minimal hops to each anchor node. 

Then computing the true distance between unknown 

node with anchor node based on the hops and path length 

from this node to anchor nodes. 

Based on the anchor node location information 
recorded by the first phase, using formula (1) to estimate 
the average distance of each hop. 
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Finally, By using maximum likelihood principle 
estimation when the unknown nodes get three or more 
anchor nodes, such as formula (3), we can fix node 
location. 
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Where ( , )X Y  is the coordinate of unknown node, 

( , )i iX Y is the true coordinate of anchor node i,  is 

the estimated distance from unknown node to anchor 
node. We write it in the form of matrix. 
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By using MMSE we can get the unknown nodes 
coordinates, 

1( )TX A A A b−=                    (7) 

Anchor nodes are randomly generated in the first 
phase of DV-Hop algorithm . Through simulation, we 
find that when the anchor node density reach 10% 
(random arrangement 100 nodes which including 10 
anchor nodes in a 100*100  regional network) in a 
network, positioning error accuracy can achieve 30%. 
Although DV-Hop is easy to implement, it has the 
disadvantage that the positioning accuracy will decrease 
quickly when the anchor node density or network 
connectivity drops.  

III An Enhanced Dv-Hop algorithm 

Dv-Hop generates anchor nodes randomly in the first 
phase of DV-Hop. If the distribution of Anchor nodes is 
not even, some nodes will suffer from bad accuracy. That 
means Dv-Hop is not stable just as that the simulation has 
proved. This paper proposes Enhanced Dv-Hop algorithm 
that sets anchor nodes at the boundary. EDVA has two 
advantages:(1)it reduces the hops variance of whole 
network that finally reduce the error of estimated distance 
efficiently and improve the accuracy stablity; (2) It 
reduces the ranging times so as to reduce the power 
consumption.  EDVA is divided into three 
phase:(1)select four border anchor nodes, computing the 
smallest hop between unknown node to each anchor node; 
(2)computing average per hop distance for anchor 
node;(3)After unknown node get distance to each anchor 
node, then using maximum likelihood principle to 
calculate coordinates. 

We use Matlab to make simulation on EDVA. At the 
100x100 square, randomly set 100 nodes which including 
five anchor nodes, ranging field is 50, Figure 1 shows the 
node distribution. The stars are anchor nodes and the 
others are ordinary nodes. 

When simulating EDVA, we set five anchor nodes in 
the 100x100 square region, and randomly set 92 unknown 
nodes. Anchor nodes located at center and four corners. 
Figure 2 shows the node distribution. 
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 Figure 1: Node distribution for Dv-Hop Algorithm 

 
Figure 2: Node distribution for improved Dv-Hop Algorithm 

 
       IV. Simulation Analysis 

We compares average error between the 
traditional Dv-Hop and the improved Dv-Hop algorithm. 
The average error is defined as  
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Where n is the number of unknown nodes, ˆ
iX 、

are the estimated coordinates of unknown node, îY iX 、

are the true coordinates of unknown node. iY

We carried out 20 tests for each algorithm. Figure 3 
shows results of Dv-Hop algorithm and EDVA.. The line 
with stars is DV-Hop and the line with Diamonds is 
EDVA. 

 

Figure3: Comparison between Dv-Hop algorithm and EDVA 
The figure 3 shows the error ranges of DV-Hops is 

about 15%-30% while EDVA shows better error ranging 
from 12%-15%. EDVA can achieve better accuracy even 
with lower anchor density which means less power 
consumption. On the other hand, setting the anchor at the 
boundary will reduce the variance the hops of ordinary 
nodes to the anchor nodes, and finally achieve better 
accuracy, stability.  

             V. Conclusion 
The Dv-Hop algorithm has good scalability and 

moderate positioning accuracy, but in the low anchor 
node density network, it shows poor stability and position 
accuracy. This paper proposes Enhanced Dv-Hop 
algorithm which can achieve better positioning accuracy 
and better stability even with lower anchor node density. 
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Abstract—Program Dependence Graph (PDG) is an 
Intermediate Representation used by compilers to characterize 
the control-flow and data-flow dependences. It is widely used 
in optimizations for parallel processors systems. This paper 
demonstrates an implementation of the PDG generation as a 
compiler pass and the use of PDG in profiling network 
applications. The paper also introduces our ongoing and future 
work on using PDG in the research of application partitioning 
and mapping problem. 

Keywords-Program Dependence Graph; Dependence 
Analysis; Network Application 

I.  INTRODUCTION  
In the internal work flow of compilers, an Intermediate 

Representation (IR) is a data structure used to collect the 
input information, e.g. the semantics of C code. Most of the 
compiler optimizations would conduct upon a specific kind 
of IR. Classical examples of IRs include the Control Flow 
Graph (CFG) built for flow analysis, Abstract Syntax Tree 
(AST) employed in syntax-directed translation etc. 
Particularly in our interest of task allocation problem for 
network processor systems [1], the compiler needs to 
characterize the dependence profile of an application. 
Previous researches have employed Annotated Directed 
Acyclic Graph (ADAG) [2], basic-block based task graphs 
[3], general analytical model [4], etc. to represent the 
applications. However, these representations are generally 
derived from runtime traces of the network applications. 
From the compilers’ perspective, they are not directly 
applicable. Rather, efficient representations of static profiling 
results are required during compilation. In [5], Program 
Dependence Graph (PDG) was used as the IR to statically 
characterize the applications and was fed into the task 
partitioning algorithm. The PDG explicitly expresses the 
dependences of a given program in a graph, and implicitly 
indicates the opportunities for code parallelization. Given its 
great features as an IR, it can be used extensively in compiler 
optimizations for parallel systems like network processors 
systems. Hence, we implemented a compiler pass that 
efficiently generates the PDG in Machine SUIF [6] compiler 
infrastructure. This paper summarizes the work of the PDG 
pass implementation and demonstrates its use in network 
applications analysis. 

II. DESIGN AND IMPLEMENTATION 
The PDG consists of two sub-graphs, i.e. Control 

Dependence Graph (CDG) and Data Dependence Graph 
(DDG). CDG expresses the Control Dependence while DDG 
depicts the Data Dependence. We give the terminologies of 
the graphs and the implementation issues respectively. 

A. Terminologies of PDG 
PDG is a graph IR that is strongly related to the concept 

of Control Flow Graph (CFG), the classical graph IR. As the 
same in CFG, the instructions are grouped together at the 
Basic-Block (BB) level. In a BB, the first instruction is the 
only entry point in the control flow, while the last instruction 
is the only exit point. Thus CFG represents the control flow 
with its nodes being BBs and its edges being the path of the 
control flow. 

The very basic kind of CDG is also composed of BBs. 
However, its edges now represent the Control Dependences 
(CD). CD is an abstraction of the execution order. For 
example, node x in the CFG (i.e. Basic Block x) ends with a 
branch instruction and hence has two paths at the exit point 
of the node. If node y (i.e. Basic Block y) will be executed 
only when the control flow goes through the true path at the 
exit of node x,  we say the node y is Control Dependent on 
node x on the true edge. Correspondingly in the CDG, a 
directed edge is added from node x to y, labeled with a 
control condition, e.g. true in this example. After this initial 
generation of CDG, the so-called region nodes are inserted in 
the second phase to represent a set of control dependences. 
For instance, if node y is control-dependent on the node a on 
the true edge and on the node b on the false edge, we create a 
region node R1 to hold the control dependences of <aT, bF>. 
The node y is made to be control dependent on the newly 
created region node R1 only. 

As for the DDG, its nodes are still BBs. The edges now 
represent the data dependences. If an instruction in basic 
block y uses a variable that is defined in basic block x (i.e. a 
def-use chain exists between different basic blocks), we 
define that there is a data dependence edge between x and y. 
It is also assumed that the weight of the edge is same with 
the number of such def-use chains across two basic blocks. 
In the DDG, the edges are labeled with the weight. 

The PDG then can be easily constructed by combining 
the CDG and DDG together. Since the nodes of both graphs 
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Figure 1. Class Design of PDG Pass 

are largely the same (i.e. BBs), with a few additional region 
nodes in CDG, the merge process is straightforward. 

B. Implementation of the PDG Pass 
The algorithm of PDG generation is adopted from [7] and 

was implemented in Machine SUIF compiler infrastructure. 
Consistent with other built-in SUIF passes, PDG pass is 

designed in an object-oriented pattern. The design model of 
the classes is given by Fig. 1. By construction, the PDG 
nodes could be classified further into types of entry node, 
statement node, predicate node and region node. We 
modelled each of them in an inherited sub-class of the parent 
class, i.e. Pdg_node. The dashed lines labelled with 
“refines” in the figure represent this relationship. The 
CDset class models an arbitrary set of control dependences 
and is used by the Pdg_node class to represent the control 
dependences of a given node. Finally the Ddg_edge class 
gives the data dependence information between PDG nodes. 
It has a weight property to indicate the number of def-use 
chains, as explained earlier. We do not need a class to model 
the CDG edges since the control dependences are implicitly 
included in the Pdg_node class, specifically by the 
properties of _parents and _children in the class. 

The class methods of PDG, namely generate_CDG 
and generate_DDG, output the graph results both in a 
pure text and in graph description formats (i.e. .dot files). 
The description formats files can be fed into Graphviz [12] to 
generate the actual image files, e.g in JPEG or GIF format. 

C. Lessens Learned 
SUIF defines an Optimization Programming Interface 

(OPI) for developers to add their own passes. Abiding by 
these OPI, we are able to separate the algorithm details from 
the substrate IR (i.e. SUIF IR); thus the portability of code 
and productivity of coding are both enhanced. SUIF is also 
packaged with several built-in libraries facilitating control-
flow and data-flow analysis. Making use of these library 
functions greatly reduced the workload of trivial 

implementations. For example in data-dependence analysis, 
the Single Static Form (SSA) library was hired to directly 
give the def-use chains and we are only left with the work of 
assembling that information in the PDG form. 

III. RESULTS 
The PDG generator pass was run on a set of network 

application benchmarks to testify the validity of the pass and 
to collect the program dependence information. 

Firstly we look at a code segment for checking the 
packets’ integrity, namely the check_sum function. It is 
one of the most common operations in packet processing 
systems. The procedure of check_sum is to calculate the 
1’s complement sum over the packet header octets. It returns 
true if the results is all 1 bits. The CFG of the function and 
its corresponding CDG and PDG output by our generator are 
given in Fig. 2. In the PDG, the edges in solid lines are CDG 
edges while those dashed lines are DDG edges. The round 
vertices represent the statement nodes and diamonds stand 
for predicate nodes. These two types of nodes are also the 
BBs derived from CFG nodes containing instructions. The 
pentagonal vertices are region nodes that summarize a set of 
control dependences as explained earlier. By the nature of 
CDG, the set of nodes that are control-dependent on the 
same node, such as node 1 and node 6 in the Fig. 2, could be 
executed in parallel, as long as they do not entail any data 
dependences. 

A set of tests consisting of several sample code snippets 
were also conducted. The results were validated by 
comparing the generated PDG against those reported in [5] 
[7] and some in compiler textbooks. These tests are not 
necessarily all relevant to the network applications, but the 
comparison results ensured the validity of our PDG pass in 
general. 

A. An Example 
We demonstrate a concrete example by running the pass 

on a trie-based ipv4-packet forwarding application. The IPv4 

223



CDG 

 
PDG 

 
Figure 2. Program Dependence Graph Example 

Fig. 4 illustrates the generated PDG of the whole packet 
forwarding application. The graph exposes clear hierarchy of 
control dependences. For example, predicate nodes 4, 6, 9, 
12, 15, 18, 21, 24 and their respective children nodes are all 
control-dependent on entry node, and have no remaining 
entangling control dependence edges among each other. It 
means the paths (e.g. from node 9 down to node 11 in the 
figure) could be well grouped together and run 
independently on one processor. The communication cost, 
though, is given by the data dependences edges (i.e. the 
dashed lines) that connecting any node on the path. 

forwarding code was adopted from Packetbench [9]. In order 
to generate the PDG of the whole ipv4-packet forwarding 
application, we inlined all the functions. It is common to do 
so for network applications, since the applications 
themselves are usually small in C code size. 

The major procedures of IPv4 forwarding include 
building a route table during system initialization; checking 
the packet type (dropping non-IP packet); validating the 
integrity of the packet; checking Time To Live (TTL) field 
and decrementing it; updating the checksum; and finally 
looking up the destination address in the route table to 
determine the next-hop port. In our experiment, after inlining 
all the major functions, the C code is lowered down to SUIF 
IR and then transformed to CFG IR. And then our generator 
pass takes the CFG IR as the input and generate the PDG of 
the whole application as the output. Fig. 3 captures the 
snapshot of running these steps in a Linux box. 

IV. RELATED AND FUTURE WORK 
Previous researchers have employed PDG in various 

ways in static program analysis. In [10], Gong et al. also 
constructed PDG in SUIF compiler to facilitate the logic 
synthesis. Due to their special application domain, their PDG 
data structure was different, with the SSA form incorporated. 
Rather in our approach, we directly made use of SSA to 
collect data dependences. The Linda Compiler, a precursor 
in developing language support for parallel systems, also 
explored SUIF to generate PDG for its internal work flow 
[11]. Their approach is close to ours except that their 
intended use of PDG was for message communication in 
distributed-memory systems. Moreover, the Linda Compiler 
was based on the old SUIF1 that is superseded by the newer 

 

 
Figure 3. Steps of Running PDG Pass
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Figure 4. PDG of IPv4 Packet Forwarding 

SUIF2 we employed. The two compiler frameworks are not 
compatible and according to SUIF group’s documentation 
[8], SUIF1 is less flexible in modular design and code-reuse 
etc. We believe our contribution is more applicable for 
today’s use. 
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Our ongoing work on network application partitioning 
and mapping for the network processors systems will make 
extensive use of the PDG generated by this SUIF pass. In [5] 
an algorithm adopted from Min-Cut Max-Flow problem was 
implemented to take the PDG as the input graph and regard 
the weight of the edges as the flow capacities in the Max-
Flow problem. It aimed to minimize the communication cost 
(including both control dependence and data dependence) 
among the partitions and balance the resource utilization of 
the network processors. We plan to investigate other 
heuristics solving the partitioning and mapping problem for 
the network applications, and take other performance metrics 
into consideration. 
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Abstract

This paper demonstrates that transmissive or partially
transmissive scenes imaged by digital in-line holographic
microscopy (DIHM) can be reconstructed as a three-
dimensional (3-D) model of the imaged volume from a sin-
gle capture. This process entails numerical reconstruction,
segmentation and polygonisation. Numerical reconstruc-
tion of a digital hologram captured using a DIHM set up
is performed at equally spaced depths within a range. In
the case of intensity modulating objects, segmentation of
each of the reconstructed intensity images produces a con-
tour slice of the scene by applying an adaptive threshold
and border following. These slices are visualised in 3-D by
polygonising the data using the marching cubes algorithm.
We present experimental results for a real world DIHM cap-
ture of a partially transmissive scene that demonstrates the
steps in this process.

Keywords: Digital in-line holographic mircroscopy, seg-
mentation, three-dimensional visualisation

1. Introduction

Holography [1, 2] is an imaging science made up of two
parts, recording and replay. Traditionally, photographic
films were used to record holograms. A hologram encodes
3-D information; intensity and directional information of
the optical wave-front. Digital holography is derived from
conventional holography but uses a digital area sensor in-
stead of a photographic medium in order to capture the
holograms, and reconstruction is performed on a computer
numerically [3, 4]. This has only recently become feasible
due to advances in computer technology and CCD sensors
with high spatial resolution and high dynamic range. The
microscopic principle originally proposed by Gabor [1] is
the simplest realization of holography and has been coined
digital in-line holographic microscopy (DIHM) [5]. It is this
optical recording set up that we use in this paper.

Typical microscopy approaches, e.g. confocal microscopy,
require dyes to make (quasi-)transparent biological sam-
ples, which are compressed between glass slides, visible.
DIHM enables biological specimens to be analyzed at a cel-
lular level in a completely unaltered environment in 3-D.
Manual analysis of this data by a biologist is a tedious pro-
cess. A further difficulty is introduced when using DIHM
data as DIHM is an emerging technology with which bi-
ologists are not yet familiar. This is compounded by the
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fact that the DIHM data is 3-D data. Extraction of 3-D data
from DIHM data and subsequent analysis is an unsolved
problem.

In this paper we focus on visualising 3-D features of scenes
imaged by DIHM. In order to achieve this, reconstructions
at various depths are obtained. A two part segmentation
process is applied. An adaptive thresholding step, and then
a border following step comprises the two-dimensional (2-
D) segmentation that is applied to each of these reconstruc-
tions. The marching cubes algorithm is then implemented
on the multiple segmented images to polygonise the dataset.
This renders the surface of the volume that was imaged
and so a 3-D segmentation and visualisation technique for
DIHM is presented.

In section (2) an overview of the DIHM set up and recon-
struction process is described. Further explanation of this
type of optical setup can be found in [6]. The segmenta-
tion approach used is detailed in section (3). In section (4)
a description of the marching cubes algorithm is provided.
We present some experimental results in section (5) and we
conclude in section (6).

2. Digital In-Line Holographic Microscopy

Figure 1. DIHM set up is physically comprised
of a light source, pinhole, sample, CCD and a
computer for numerical processing.

The first of the two stages of holography involves the
recording of an interference pattern from an object beam
and a reference beam. The second stage is replaying the
wavefront of the original object from this recording. The
output of the numerical reconstruction is typically a 2-D de-
scription of the wavefront at a single distance from the cam-
era. The DIHM set up requires only a point light source, a
pinhole, a transmissive or partially transmissive scene to be
imaged, and an intensity recording device. This is suitable
for biological samples [5] which are (quasi-)transmissive.

As shown in Fig.1, a spherical diverging beam r(x) emerges
from a pinhole illuminating an object, f(x), a distance d1

away. Immediately behind this plane there is an object
wave, o(x) = f(x)r(x). The interference pattern, H(x′),
between the propagated reference wave, R(x′), and the
propagated object wave, O(x′), is captured on a CCD a
further distance d2 away. This capture is the input to the
numerical reconstruction part of the imaging system.

Reconstruction of a capture obtained by this set up is pos-
sible on a computer by numerically calculating a diffrac-
tion integral that describes the diffraction in free space
by the recorded hologram [7]. The sampling conditions
for the Fresnel integral have been formalised [8, 9] and
numerical approximations of the Fresnel transform (FST)
have been applied successfully for digital hologram recon-
struction [9, 10, 11]. Some fast algorithms for calculating
free space Fresnel diffraction patterns have been developed
[12, 13] and are applied for reconstructing the DIHM holo-
grams in the experiments described.

3. Segmentation

In image processing, segmentation subdivides an image into
regions. In digital holography, not all parts of a 3-D im-
aged object will necessarily be in-focus in a given 2-D re-
construction at a specific depth. Segmentation can be per-
formed on a single reconstruction at a specific depth, or on
multiple independently focused reconstructions at different
depths [14], which, when combined can be considered a to-
pography of the scene. In conventional digital holography
a range of perspectives allow manipulation of the scene to
overcome occlusions [15]. In DIHM such a range is not
available due to the proximity of the components in the set-
up. However, as DIHM is applied to transparent objects,
retrieving segmentations at multiple depths can be achieved
without the obstruction of occluding features. At any given
depth, a reconstruction will show features in-focus at that
depth and all out-of-focus features with reduced clarity [14].
Applying an adaptive threshold to filter out-of-focus fea-
tures in an intensity reconstruction of a DIHM capture al-
lows a successful application of border following.

3.1. Adaptive Threshold

In order to remove out-of-focus background features from
a reconstructed intensity image a threshold can be applied.
It is assumed that the in-focus features are brighter with re-
spect the background than out-of-focus features. A straight-
forward threshold is not as applicable if the background
is not even. There is ample opportunity for noise to en-
hance an uneven background in a DIHM reconstruction, for
example the DC term and twin image [16], speckle noise
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[17], and out-of-focus features themselves can influence the
background. Therefore an adaptive threshold [18] is appli-
cable. An example of adaptive thresholding is shown in
Fig.2. OpenCV [19] provides an implementation of this

Figure 2. Adaptive thresholding applied to
the text on the left with an inconsistent back-
ground produces the binary result on the
right hand side.

which we apply in the grayscale region {0-255} on block
sizes ≈ 2% of our image using mean weighting of pixels.
The variable threshold is the weighted average of pixels
within a block minus an offset. This provides a binary im-
age of foreground and background features.

3.2. Border following

Border following is an algorithm that takes a binary image
as input and outputs the borders of the objects and holes
within those objects in the image. By indexing into the
2D raster, each pixel is checked to see if it is a foreground
pixel. Once such a boundary pixel is found, i.e. the previous
pixel was a background pixel, its connected pixels are ex-
amined. Usually the next pixel to be checked is in the same
direction that has just been found. This process is repeated
for each subsequent connected neighbour pixel, tracing the
boundary until no more connected border pixels are found.
Typically boundaries of the object are assumed to be in 8-
connectivity and boundaries of holes to be in 4-connectivity
[20] and so can be treated disinctly in the output. An exam-
ple of border following is shown in Fig.3.

OpenCV provides an implementation of this based on [20].
The output is a contour, or a list of points that comprise a
curve in an image [19]. This list can be manipulated to only
consider contours in a given range of lengths, using a-priori
knowledge of saught features to limit the number of false
feature boundaries isolated.

4. 3-D visualisation

As segmentation is applied at a range of depths, a stack
of binary contour images can be obtained and a volume

Figure 3. Border following applied to the bi-
nary input on the left with a size restrucution
results in the image on the right.

is constructed from these. The data is now represented by
slice segmentations through the scene. There are various
scanning technologies that obtain data which is stored in a
similar manner, e.g. confocal miscroscopy and magnetic
resonanace imaging (MRI). The significant difference with
DIHM data is that the slices are all obtained from a single
capture and the volume is not physically scanned. Therefore
movement of a sample is not a consideration. Furthermore
no alteration of the sample is required, e.g. in confocal mi-
croscopy fluroescence or chemical dyes are required. Some
3D visualisation techniques of data stored in this way been
explored [21]. Marching cubes [22] is an algorithm that was
developed specifically for visualising this type of data and
has proved effective for the polygonisation of similar scalar
data [23].

4.1. Marching Cubes

Marching cubes [22] is an algorithm that generates triangles
to represent surfaces. A 3D raster is subdivided into cubes.
Each vertex of the cube is numbered 0−7 as shown in Fig.4.

Figure 4. A volume is subdivided into cubes.
The vertices of such a cube are numbered
0−7

Based on the values of the vertices of the cube with respect
to an isosurface value, that cube is considered to be wholly
inside or outside of a surface, or intersected by a surface. If
some vertices are higher than the isosurface value and some
are lower then trangles are drawn on the edges of the cube to
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Figure 5. Triangles drawn for a cube where
only vertex 3 and vertex 5 are below the iso-
surface

demonstrate the intersections. There are 28 possiblities and
so a known look up table is used which returns a twelve bit
result, one for each edge of the cube, to show intersections
on this cube. A look up table of corresponding triangles is
also provided for computational efficiency. An example is
shown in Fig.5 where vertex 3 and 5 are below the isosur-
face and the resulting intersecting triangles are drawn.

Figure 6. For a stack of a repeated contour
image, above, a 3-D rendering can be con-
structed of the surfaces and viewed from dif-
ferent perspectives, below.

An example of marching cubes applied to a stack of the
same input binary image is shown from two different per-
spectives in Fig.6.

5. Experimental Results

In this paper we detail the steps involved in the segmenta-
tion and visualisation of transmissive or partially transmis-
sive scenes. These steps are illustrated here using a holo-
gram of a cross hair sample captured using a DIHM set up.

While this is not ideal as hair is opaque, this hologram does
allow for the demonstration of the process as the opaque
sample is small with respect to the imaged scene.

A digital hologram of two hairs at one depth from the cam-
era, and a single hair at a different depth were imaged by
the DIHM process decribed previously as shown in Fig. 7.
The scene can be reconstructed numerically from this sin-

Figure 7. Hair hologram captured using a
DIHM set up

gle capture so that the foreground cross hairs and the single
background hair can be displayed in focus seperately. In
Fig. 8.A and 8.B numerical reconstructions of the scene are
presented at a reconstruction depth of 235 mm and 300 mm
respectively. Note that the reconstruction distances are the
physical distances magnified. A human hair is ≈ 100 µm
thick. Reconstructions for depths ranging from {200−335}

Figure 8. A. Reconstruction at depth = 235
mm, B. reconstruction at depth = 300 mm

mm in steps of 5 mm were computed. the results of ap-
plying an adaptive threshold to the images shown in Fig.8
are shown in Fig.9. Following on from this, border follow-
ing was applied for each thresholded result and the result-
ing contours were saved individually for further process-
ing where each result represents a contour slice through
the scene at that reconstruction depth. Examples of con-
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Figure 9. A,B are thresholds of Fig.8.A,B

tour slices corresponding to the reconstructions shown in
Fig.8 are shown in Fig.10. Since we only consider contours
≥ 1000 pixels, noise arising from out-of-focus features is
omitted from the contour slice.

Figure 10. A,B are contours of Fig.9.A,B

The previously computed stack of contour slices comprises
the 3-D input raster for the marching cubes algorithm. As
the experimental sample is non-transmissive, contours are
of the hairs in-focus and nearly in-focus, and so a 3-D type
representation can be made. However, for a transmissive
sample contour slices are of in-focus features only through
the scene so a 3-D model representative of the volume can
be obtained. As can be seen in Fig.11 the polygonsied sur-
face of the scene can be viewed from any angle. The cross
hairs at one plane, intersecting on the left hand side in both
views in Fig.11, can be seen at a different depth than the
single hair by looking at the z-axis shown.

As mentioned, the contour slices here are for the in-focus
and nearly in-focus hairs and so the 3-D representation is
not showing a 3-D model of the hair but rather the outline
of those in the x-y plane at a range of depths. It is expected
that a 3-D visualisation of a transmissive biological sam-
ple would appear more like the test example shown in Fig.
12 where each contour slice represents the exact boundaries
of in focus features at that depth. The test sample is con-
structed from a stack of the same 2-D segmentation of a
hologram of a 2-D sample of mammalian cells on a glass
slide which is shown in the top left corner.

Figure 11. Two different perspectives of a 3-D
visualisation of contour slices

6. Conclusions

We have shown that multiple 2-D segmentations of a scene
at different depths can be obtained from a single hologram
of a transmissive or partially transmissive scene. These
2-D segmentations can be used to then model a 3-D sur-
face of the imaged sample. This is achieved by first apply-
ing an adaptive threshold to numerical reconstructions for
a range of depths of a single digital hologram captured us-
ing a DIHM set up. Then border following is applied to the
resulting binary image which produces a list of contours.
Only contours within a specified range of lenghts are se-
lected. These lists are segmented slices, or contour slices,
of the in-focus features at the corresponding reconstruction
depth. Finally these contour slices are input to the march-
ing cubes algorithm in order to polygonise the surface. This
allows a 3-D visualisation of the imaged sample. The steps
involved in this process were demonstrated using a test case
of a real world hologram of hair. Future work on this topic
requires DIHM captures of volumes of transmissive sam-
ples.
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Figure 12. 3-D visualisation of 200 repeated 2-
D contour slices, shown at the top left corner,
of a transmissive sample
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Springer, 2004.

[5] J. Garcia-Sucerquia, W. Xu, S. K. Jericho, P. Klages,
M. H. Jericho, and H. J. Kreuzer, “Digital in-line holo-
graphic microscopy,” Appl. Opt., vol. 45, pp. 836–850,
2006.

[6] K. M. Molony, B. M. Hennelly, D. P. Kelly, and T. J.
Naughton, “Reconstruction algorithms applied to in-
line gabor digital holographic microscopy,” in preper-
ation.

[7] G. Pedrini, P. Frning, H. Fessler, and H. J. Tiziani,
“Inline digital holographic interferometry,” Appl. Opt.,
vol. 37, pp. 6262–6269, 1998.

[8] F. Gori, “Fresnel transform and sampling theorem,”
Opt. Eng., vol. 39, pp. 293–297, 1981.

[9] A. Stern and B. Javidi, “Analysis of practical sampling
and reconstruction from fresnel fields,” Opt. Eng.,
vol. 43, pp. 239–250, 2004.

[10] Y. Zhang, G. Pedrini, W. Osten, and H. J. Tiziani, “Re-
construction of in-line digital holograms from two in-
tensity measurements,” Opt. Lett., vol. 29, pp. 1287–
1789, 2004.

[11] Y. Frauel, T. J. Naughton, O. Matoba, E. Tajahuerce,
and B. Javidi, “Three-dimensional imaging and pro-
cessing using computational holographic imaging,”
Proc. IEEE, vol. 94, pp. 636–653, 2006.

[12] D. Mas, J. Garcia, C. Ferreira, L. M. Bernardo, and
F. Marinho, “Fast algorithms for free-space diffraction
patters calculation,” Opt. Commun., vol. 164, pp. 233–
245, 1999.

[13] D. Mas, J. Prez, C. Hernndez, C. Vzquez, J. Miret, and
C. Illueca, “Fast algorithms for free-space diffraction
patters calculation,” Opt. Commun., vol. 227, pp. 245–
258, 2003.

[14] C. P. McElhinney, J. B. McDonald, A. Castro,
Y. Frauel, B. Javidi, and T. J. Naughton, “Depth-
independent segmentation of macroscopic three-
dimensional objects encoded in single perspectives of
digital holograms,” Optics Letters, vol. 32, pp. 1229–
1231, 2007.

[15] J. Maycock, C. P. M. Elhinney, B. M. Hennelly,
T. J. Naughton, J. B. M. Donald, and B. Javidi, “Re-
construction of partially occluded objects encoded
in three-dimensional scenes using digital holograms,”
Applied Optics, vol. 45, pp. 2975–2985, 2006.

[16] J. W. Goodman, Introduction to Fourier Optics.
Roberts & Company Publishers, 2004.

[17] J. Maycock, B. M. Hennelly, J. B. McDonald,
Y. Frauel, A. Castro, B. Javidi, and T. J. Naughton,
“Reduction of speckle in digital holography by dis-
crete fourier filtering,” Journal of Optical Society of
America A, vol. 24, no. 6, pp. 1617–1622, 2007.

[18] F. H. Y. Chan, F. K. Lam, and H. Zhu, “Adaptive
thresholding by variational method,” IEEE TRANSAC-
TIONS ON IMAGE PROCESSING, vol. 7, pp. 468–
473, 1998.

[19] G. Bradski and A. Kaehler, Learning OpenCV Com-
puter Vision with the OpenCV Library. O’Reilly Me-
dia, Inc, 2008.

[20] S. Suzuki and K. Be, “Topological structural analy-
sis of digitized binary images by border following,”
Computer Vision, Graphics, and Image Processing,
vol. 30, pp. 32–46, 1985.

[21] K. OConor, H. P. Voorheis, and C. OSullivan, “3d vi-
sualisation of confocal fluorescence microscopy data,”
Eurographics Ireland Workshop, pp. 49–54, 2004.

232



[22] W. E. Lorensen and H. W. Cline, “Marching cubes
a high resolution 3d surface construction algorithm,”
Computer Graphics, vol. 21, pp. 163–169, 1987.

[23] U. Tiede, K. H. Hoene, M. Bomans, A. Pommert,
M. Riemer, and G. Wiebecke, “Investigation of medi-
cal 3d-rendering algorithms,” Computer Graphics and
Applications, IEEE, vol. 10, pp. 41–52, 1990.

233



 

  

Abstract— We show how the common Fresnel reconstruction 

of digital holograms can be speeded up on ordinary computers by 

precomputing the two chirp factors for a given detector array size 

and then calling these values from memory during the 

reconstruction. The speedup in time is shown for various 

hologram sizes. We also run the same algorithm on Nvidia GPU 

using Matlab. 

 

Index Terms—Digital holography, Optics, imaging , FFT 

 

I. INTRODUCTION 

Digital holography[1] is a fast growing field with applications 

in Microscopy[2], Metrology[3] and 3-D information 

processing[4,5] and display[6] to name a few. In digital 

holography, the holograms are recorded electronically by a 

CCD target. The real image can be reconstructed from the 

digitally sampled hologram by numerically propagating the 

wavefield back to the plane of the object using the theory of 

Fresnel diffraction. Reconstructions based on the Fresnel 

transform are widely used for objects for large hologram sizes 

because they traditionally employ the fast Fourier Transform 

(FFT) algorithm [7] which reduces the computations required 

for a NxN matrix from O(N
2
) to O(NlogN) steps. The memory 

consumption and the speed of the FFT makes it a highly 

important and useful algorithm. As CCD sensor sizes increase 

in terms of pixel numbers and density, the computational 

complexity of the reconstruction also increases. Here we aim 

to show how the reconstruction using the Fresnel transform 

can be simplified using pre computed chirp and phase factors.  
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II. FRESNEL TRANSFORM 

 

Consider the Fresnel transform below which describes the 

relationship between the wavefield at 2 planes h(x,y) and 

Γ(ξ,η) separated by a distance d 
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where λ is the wavelength, d is the distance and a is the 

amplitude. In Digital holography, we deal with discrete 

representations of this transform since the hologram is 

discretized  at the CCD into NxM samples at intervals of ∆x 

and ∆y in the x and y directions. ∆x and ∆y being the pixel 

pitches of the sensor. Direct discreteization of the Fresnel 

integral gives the following 
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Here Γ(ξ,η) is the matrix of NxM points which describes the 

amplitude and phase distribution of the real image and ∆ξ and 

∆η are the pixel pitches in the reconstructed images.  For a 

thorough investigation of the resulting numerical algorithm, 

and the range of d over which it is useful, the reader can 

consult [8]. We assume we have available to us, a hologram of 

NxM size recorded with us of an object placed at a distance d 

from the camera. To calculate the real image field from this 

hologram, the following method is used. 

i) The first complex chirp is calculated and multiplied by 

the original hologram. To calculate the chirp NxM 

computations are needed.  This can be speeded up using 

Vector multiplications (for ex in Matlab) but the number 

of computations remain the same. 

ii) A Discrete fourier transform of this matrix is taken. 

This is done using the FFT algorithm. 

iii) The resultant FFT is multiplied with the second chirp 

factor which must be computed in the same manner as the 

first. 

 

In order to speed up the Fresnel reconstruction, we note that 

the input chirp is independent of the input hologram field. The 

Speed up of Fresnel transforms for Digital 

holography using pre-computed chirp and GPU 

processing. 
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second chirp and the constant factors are also independent of 

the input.  If we precalculate a range of these matrices for 

different distances and load the corresponding data from 

memory during reconstruction, we can save 2NxM 

computations. This is advantageous for real time high 

resolution digital holographic systems. The time take to load a 

pre-calculated matrix is significantly less than the time it takes 

for ‘on the fly’ calculation. The computation reduces to 2 

vector multiplications and the FFT algorithm. The algorithm 

now becomes 

i) Load the two chirp values for the reconstruction 

distance d and multiply first chirp  by hologram 

ii) Take FFT 

iii) Multiply by second chirp. 

 

We further note that for the case of human visualization of 

reconstructed holograms, which is of sole importance in 

holographic 3D-TV[9] and in applications such as holographic 

endoscopes[10], the phase factors (step iii) can be neglected. 

This offers an additional speedup on large matrices. To test the 

improvement in reconstruction time, we used sections of a 

sample hologram of a macroscopic object of height 3cm 

recorded in an in-line like geometry on a 1392x1040 CCD 

,pixel size 6.45µm (AVT Dolphin) using a 785nm laser. The 

average times taken for reconstruction and speed up achieved 

on a computer (Intel Pentium 4 3.0Ghz CPU 1Gb RAM), is 

shown in the table below. 

 

Hologram size No 

loading(time 

in seconds) 

With 

loading 

(time in 

seconds) 

Speed

up 

100x100 0.0613 0.04731 1.30x 

200x200 0.1027 0.07023 1.46x 

500x500 0.4390 0.26449 1.66x 

1000x1000 1.7360 0.99297 1.74x 

2000x2000 7.1904 4.22684 1.70x 

 

A large number of these chirp matrices which cover a large 

distance can be stored permanently in memory and can be 

accessed by the program whenever the reconstruction is 

demanded for a particular distance. Recently the use of 

graphics cards for General purpose computing is becoming 

popular. Algorithms designed to exploit the parallel many-core 

capability of the GPU offer a significant speedup (5x-20x) 

over CPUs.  GPGPU as it is called has already been used by a 

few groups to show the speed of reconstruction of holograms 

on the GPU architecture [11,12]. Here we show how the 

reconstruction and preloading works on a NVIDIA Geforce 

graphics card on a AMD Athlon 64 X2, 2.31Ghz, 2 Gb RAM .  

We use the Jacket[13] engine for Matlab to run our code on 

the GPU. The results are shown in Table 2 

 

 

 

Hologram size No 

loading(time 

in seconds) 

With 

loading 

(time in 

seconds) 

Speedup 

100x100 0.0629 0.0555 1.13x 

200x200 0.0646 0.0522 1.23x 

500x500 0.0854 0.0672 1.27x 

1000x1000 0.1819 0.0775 2.34x 

2000x2000 0.5336 0.2514 2.12x 
 

III. CONCLUSIONS 

 

 

We have shown the benefits of using a table of precomputed 

chirp matrix and phase factors on the speed of digital 

hologram reconstruction on normal CPUs and GPUs.  The 

speedup improves with larger matrices and occurs due to the 

fact that loading large data from memory takes very little time 

compared to calculation ‘on the fly’. In this paper we have 

limited our investigation to the direct method (see Equation 2) 

of computing the Fresnel transforms which is made up of two 

chirp multiplications and a FFT algorithm [8]. Other methods 

of reconstruction also require calculation of chirp data which 

is independent of the input hologram. The convolution 

approach for example [8] is based on the description of the 

Fresnel Transform as a chirp multiplication in the Fresnel 

domain. This method requires calculation of a chirp and two 

FFTs. Thus precalculating will lead to a time saving of half as 

that in the direct fresnel approach. The slightly more accurate 

method based on the Fresnel-Kirchoff transformation requires 

FFT followed by multiplication by a chirp like function 

followed by a second FFT. Since this chirp like function 

(which reduces to a chirp in the paraxial Fresnel 

approximation) is is independent of the input hologram field, 

its recalculation will also result in considerable time savings. 
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Abstract -- A method for numerically removing the twin image in on-axis digital holography, based on multiple digital holograms, is 

discussed.  The digital holograms under examination are captured experimentally using an in-line modified Mach-Zehnder 

interferometric setup and subsequently reconstructed numerically.  The technique is suitable for a transmission geometry.  Each 

individual hologram is recorded with a statistically independent diffuse illumination field.  This is achieved by shifting a glass diffuser 

in the x-y plane of the object path.  By recording the holograms in this manner the twin image, from a numerical reconstruction, 

appears as speckle.  By reducing this speckle pattern the twin image can be effectively removed in the reconstruction plane.  A 

theoretical model is developed and experimental results are presented that validate this model. 

 
Index Terms—Digital Holography, On- Axis, Speckle, Twin reduction  

 

I. INTRODUCTION 

n recent years there has been a great deal of interest in the 

field of Digital Holography (DH)
1-5

 and 3D display
6, 7

 and 

capture technology.  This is apparent by the number of 

paper published in the literature.  Holography
8, 9

 is a method 

for capturing the complex field of an object and thus limited 

three-dimensional structures can be obtained.  Recent 

technological improvements, such as CCD cameras, high-

powered desktop computers and spatial light modulators, have 

made DH a viable alternative to traditional holography.  DH 

boasts advantages such as digital storage, processing and 

compression of holograms, transmission over existing digital 

infrastructure.  In this paper we will examine a method of twin 

removal in digital holography based on a speckle
10, 11 

reduction 

technique. 

 

II. THEORY 

In the follwoing section we present a simple theoretical model 

to describe the behaviour of our optical system.  Our aim here 

is not to conduct a fully rigorous examination of the complex 

interaction of multiple speckle fields and various apertures in 

the system but rather to present a plausible description of the 

complex behaviour of the system.  A more complete analysis 

would take us far beyond the scope of this manuscript. A 

colluminated plane wave is generated using a spatial filter and 

lens as depicted in Figure. 1.  This colluminated plane wave is 

then incident on a diffuser.  We assume that the diffuser is 

optically rough and imparts a random phase to the plane wave 

front that emerges from the diffuser.  This random phase field 

now propagates to the object plane where it illuminates our 

transmissive target.  We describe the random field that 

illuminates our object as  



UR X  aR X exp jR X  , 
(1) 

where 



aR X  and 



R X  are random amplitude and phase 

values respectively.  We note that the random phase field at 

the output of the diffuser gives rise to both random amplitude 

and phase values (aR and R) at our object plane, due to 

diffraction introduced by the finite extent of the diffuser.  For 

simplicity however we assume that the diffuser is sufficiently 

large and the distance d1 sufficiently small (see Figure 1) such 

that the resulting speckle field in the object plane may be 

assumed to be delta correlated.  We describe the effect of our 

transmissive object as 



UT X  aT X exp jT X  , 
(2) 

and write the field immediately after our object as  



U X UT X UR X . 
(3) 

This combined field, U(X) is now allowed to propagate to the 

CCD plane where it interfers with an ideal unit amplitude 

plane wave, R(x) = exp[j2π(z-zc)/] and the resulting 

interference pattern is recorded.  We write the continious 

intensity distribution incident upon the camera face as  



H x  uz x  R x 
2
, 

(4 a) 



H x  Iz  IR  uz x R* x  uz
* x R x , 

(4 b) 

where Iz, and IR are the DC terms corresponding to the object 

and reference intensities respectively and „*‟ denotes complex 

conjugate operation.  The latter two terms in Eq. (4 b) 

correspond to the real and twin image terms respectively.  The 

field uz is related to our object field U(X) by a Fresnel 

transform  



uz x  z U X  (x), 



uz x 
1

jz
U X  exp

j

z
x  X 

2





dX , 

(5) 

where 



z is the Fresnel transform operator.  We now make 

some more simplifying approximations.  In practical DH 

systems the continuous intensity field, Eq. (4 b) is recorded by 

I 
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a camera of finite physical extent using finite size pixels 

located at fixed distances from each other.  Each of these 

factors, act to significantly limit the imaging performance of 

DH systems and we refer the reader to [12] for more detail.  

However for our purposes we do not need to consider these 

aspects of the imaging process to get across the essence of our 

idea and so for simplicity we assume that the continuous field 

H(x), Eq. (4 b) is available to us.  We note that the DC terms 

can be removed either numerically
13

 or by recording the 

reference and object intensities separately and subtracting 

them from the captured hologram. Setting z = zc in Eq. (4 b), 

removing the dc terms and performing an inverse Fresnel 

transform yields the following result  



A x U X  -z uz
* x  (X), 

(6 a) 



A x U X  ˜ U X  
(6 b) 

where 



˜ U X  is the twin image term. 

 

To remove the twin image term requires that we capture 

multiple digital holograms using a series of statistically 

independent speckle fields to illuminate our object.  We 

assume that each of these statistically independent fields has 

the same average intensity M.  Each of the resulting digital 

holograms are then reconstructed and averaged on an intensity 

basis in the object plane.  We will now examine what happens 

to the real and twin terms as we average them on an intensity 

basis in the object plane.  Let us first consider the real image 

term.  Using a random speckle field, denoted „n‟, to illuminate 

our object the resulting reconstructed intensity pattern of the 

real image term is given by 



In(X) U X U* X , 



In(X)  aTaRn exp j T Rn  aTaRn exp  j T Rn  , 



In (X)  aT aRn 
2
. 

(6) 

We now average N of these intensity distributions formed by 

N statistically different speckle fields 



IAR(X) 
I1  I2  ..... IN

N
, 



IAR(X)  aT
2 aR1

2
 aR2

2
 ... aRN

2

N











, 



IAR(X)  aT
2

M  
(7) 

where I
AR

 represents the result of averaging together N real 

image intensity reconstructions.  We turn our attention to the 

term in round brackets in Eq. (7) and note that the sum of N 

statistically different intensity patterns as N goes to infinity 

reduces to the average intensity value for an individual speckle 

distribution.  Therefore we may replace the term in the round 

brackets in Eq. (7), by the average intensity value for a given 

speckle field, M.  It is important to note that the intensity 

distribution for our object field, 



aT
2
, is contained in Eq. (7).  

 

 

 

We now consider the twin image term.  Examining the 

derivation of Theorem 3 in Ref. [14] we find that 



uz
* x  -z U* X  (x) .  Using this result we re-write the twin 

image term 



˜ U X  as 



˜ U X  -2z U* X  (X) . 
(8) 

The corresponding intensity is given by 



˜ I n(X) Un (X)Un

*(X)  



˜ I n (X)  aRnaT exp j T Rn  exp
j

2z
X  X1 

2





dX1









 

       


















  2

2

2RT

*

TR
2

expexp        dXXX
z

j
jaa nn






 

(9) 

This result means that each intensity distribution due to the 

twin image term generates is a statistically independent 

speckle pattern.  Like in the previous case the 



aT exp jT  
term remains constant however now each component is 

multiplied by a random phase and then Fresnel transformed.  

Thus averaging over N intensity patterns gives the following 

result 



˜ I TR (X) 
˜ I 1 

˜ I 2  .....
˜ I N

N
 



˜ I TR(X)  M . 

(10) 

This latter equation suggests that the twin image becomes 

gradually reduced as more intensity distributions are averaged 

together. Finally it is important to consider that cross-terms 

(interference between the real and the twin image) that arise 

when we calculate the intensity of Eq. (6 b).  This interfernce 

term can be re-expressed as  



CT  U ˜ U cos R  
(11) 

where R can be shown to be a random variable.  Thus we see 

that the interference term described in Eq. (11) will average to 

zero and can be neglected. Although the analysis here is 

presented for transmissive objects (see Ref. [15]), it also 

seems to apply to reflective objects too as a new series of 

experimental results indicate.  We would like to acknowledge 

that the theoretical description provided is relatively simplistic 

however it does capture some essence of the underlying 

physical behavior of the system, as we shall now demonstrate 

with a series of experimental results 

 

 

III. RESULTS 

The experimental set-up is shown in Figure 1.  A 678nm 

meter laser is used.    The wave-plate in this set-up is used in 

conjunction with a polarising beam splitter to allow the laser 

power between the two paths to be adjusted.  A piezo mirror, 

electronically controlled, is employed to impart a phase-shift 

into the object path of the set-up.   
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This allows a Phase Shift Interferometry (PSI)
16, 17

 digital 

hologram to be captured.  The x-y position of the diffuser is 

moved in between each capture of a digital hologram to 

provide a different and statistically independent speckle 

pattern on each hologram.   

 

All the holograms presented in Figure 2 are reflection 

holograms and were recorded using the experimental set-up 

shown in Figure 1.  The reconstruction distance for these 

holograms is 285mm.  They have been numerically 

reconstructed using the direct method (Fast Fourier transform 

based technique) to implement the discrete Fresnel transform
14 

& 18
, (also see Eq 5).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.  Numerical reconstructions of a digital hologram showing (a) the 

DC term, twin and object, (b) single hologram and twin, (c) 14 holograms 
added together, (d) post-processing of (c), (e) zoomed in portion of (c) for 

comparison with 14 PSI holograms added together in (f). 

 

 

Figure 2(a) shows a reconstruction that contains a strong 

DC component (or zero order term), the twin term and the 

original object.  The DC component arises due to the intensity 

terms that appear as a product of the holographic process.  In 

Figure 2(b) the DC component had been removed by a 

numerical high-pass filter and it can be clearly seen that the 

resultant reconstruction contains the original object and the 

twin term, which has been reconstructed as a speckle pattern 

due the introduction of the diffuser (see Figure 1).  Figure 2(c) 

shows the results when 14 separate holograms how been 

added together on an intensity basis.  It can be seen that the 

twin term has been significantly reduced when compared with 

Figure 2(b).  The process of addition has produced a 

background DC term, which has been removed in Figure 2(d). 

This DC term has been removed by subtracting the mean 

value of the background from the entire reconstruction.  

Figure 2(e) and (f) show a comparison between the speckle 

reduction method, (e), and a PSI method, (f).   

 

 

Laser 

N.D.F. 

Wave-Plate 

Piezo 
Mirror 

B.S. CCD 

Camera 

B.S. 

Microscopic 

objective and 

collimating lens 

Spatial filter and 

collimating lens 

Diffuser 

Object 

Figure 1.  Experimental set-up used in the recording of reflective digital holograms.  Where N.D.F. is a neutral density filter and B.S. is 

a polarising beam splitter. 

(a) (b) 

(d) (c) 

(e) (f) 
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IV. CONCLUSION 

The presence of a twin image in on-axis digital holography 

is a fundamental property of a holographic imaging system.  

The removal or reduction of this twin image is of principal 

importance in digital holography as it is present in the 

reconstructed image as a source of noise.  In this paper we 

have examined a method of twin removal based on a speckle 

reduction technique.  We have shown that this method can be 

applied to reflective objects in digital holography.   
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Review of Twin Reduction and Twin Removal 
Techniques in Holography 

Bryan M. Hennelly, Damien P. Kelly, Nitesh Pandey, David Monaghan 

  
Abstract—In this paper we review the major contributions 

over the past sixty years to the subject of twin reduction and twin 
removal in holography. We show that this collective work may be 
broken down into a number of categories including the well 
known techniques of off-axis holography and phase retrieval. 
 

Index Terms—Holography, In-Line, On- Axis, Twin Reduction 

I. INTRODUCTION  
olography was invented by Gabor in 19481,2. In his initial 
experiments, involving electron microscopy, an object 
was irradiated with a radiation beam of strong coherence. 

The waves weakly scattered by the object interfered with the 
background wave on a photographic film where this 
interference pattern was recorded. This recorded intensity 
distribution contains information about the amplitude and the 
phase of the incident object wavefield. The limits to the Gabor 
experiment are the resolution of the material film and the 
coherence of the radiation source. Gabor also showed how it 
was possible to reconstruct the original object wavefield by 
illuminating the recorded film transparency with the original 
background wave. However, the image of the reconstructed 
object is marred by the presence of a twin image, an inherent 
artifact of the method. After the invention of the laser methods 
would later be invented to cleverly evade this twin image by 
using new experimental architectures, but this would impose 
greater restrictions on the system, in particular on the 
resolution of the film. However for certain radiation sources 
these new experimental architectures have no physical 
implementation or only crude and expensive equivalents. In 
these cases one must rely upon the initial Gabor architecture 
and the twin image remains a problem that must be dealt with. 
Such is true for many cases including x-ray holography, 
gamma-ray holography and electron holography. In the case 
of digital (optical) holography the Gabor like in-line 
architectures also offer advantage as discussed below.  
Crystallographic structure is often determined using 
diffraction methods. While electron emission holography is 
useful for studying surface structure, it’s anisotropic nature 
prevents the study of internal structure. The more isotropic 

scatter of x-rays overcomes this limitation. Improvements in 
x-ray detectors have enabled the application of x-ray 
holography for crystallography3 which is especially useful 
because the recovered phase information offers an 
improvement over traditional diffraction techniques. As in the 
case of gamma-ray holography4 and electron emission 
holography5-10, the in-line architecture is used and the short 
distance between the source and the object implies that the 
twin image will be located very close to the reconstructed 
atom image. This creates a detrimental and unavoidable 
source of noise. Low voltage and high voltage electron 
holography are particularly useful in the imaging of weakly 
scattering objects such as DNA molecules7-8. The severe 
aberrations caused by lenses in electron imaging makes the in-
line set-up the method of choice. Another advantage in this 
case is that the phase sensitivity of in-line electron holography 
is particularly high. 
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II. TWIN REDUCTION BY SUBTRACTION 
In 1951, soon after Gabor’s invention and many years before 
any off-axis architecture would be developed Bragg and 
Rogers developed an innovative solution to the twin image 
problem11-12. The basic idea is that the disturbance caused by 
the unwanted twin image on the wanted plane is, in fact, its 
own hologram. If a second hologram is taken from the 
original object, which accurately reproduces the disturbance 
that is due to the unwanted image at the wanted plane, the first 
reconstruction can be corrected by subtraction. Using a 
collimated light source we must take the second hologram at 
twice the distance of the first, since the wanted and unwanted 
images are formed at equal distances from the hologram on 
either side of it. The divergent case is somewhat more 
complicated. It is notable that the method works well with 
both phase-contrast and amplitude-contrast. This method fell 
into obscurity until later advances in digital technology 
allowed for a simplified subtraction process12. A similar 
subtraction based technique is reported in 195613, where two 
holograms must be recorded and the object must be 
repositioned for the second recording enabling a canceling of 
the twin image term. Xiao et. Al. showed14 how the Bragg and 
Rogers method could be applied in x-ray holography in real 
time by recording two holograms while taking advantage of 
the penetration property of x-ray radiation. 

III. TWIN ELIMINATION BY OFF AXIS HOLOGRAPHY 
After the invention of the Laser, Leith and Upatnieks 
proposed15 in 1963 a new experimental optical architecture 

H
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that enables the complete separation of the twin image term 
and the zero order term from the wanted image. In their 
method the reference beam was incident on the hologram 
plane at some angle relative to the normal. In this way the 
twin images were modulated on well-separated carrier spatial 
frequencies. The range of separation of the terms is dependent 
on the angle of the reference beam. The significantly 
increased bandwidth of the hologram places a much greater 
requirement on the resolution of the recording material. 
Furthermore the architecture imposes the need for numerous 
optical elements, in particular a beam splitter, which are not 
readily available in many areas of holography. The increased 
bandwidth of the hologram for this set-up poses a problem for 
digital holography. In DH, the pixilated recording cameras 
have resolutions an order of magnitude less than commercial 
photo materials. Thus the bandwidth is already severely 
limited and the use of an off-axis architecture will only serve 
to limit it further. Nevertheless Cuche et. al. proposed16 and 
experimentally validated the off axis technique for real time 
digital holographic recording. In this case it is possible to 
digitally spatially filter the hologram to completely remove the 
DC term and the twin image. In 1966 an alternative to the off-
axis method was proposed17 for recording in the Optical 
Fourier Transform domain. In this case the reference beam, a 
point source in the object plane, can be placed adjacent to the 
object to effectively create an off axis hologram in the Fourier 
domain and to spatially separate the twin images. 

IV. TWIN REDUCTION BY FRAUNHOFER 
In 1966 another twin reduction method was proposed18 by 
effectively recording in the far field of the object. When 
replayed in the far field the image of the object will appear but 
the twin image will be so spread out that it appears as a DC 
term and is therefore effectively removed. A year later the 
method was reviewed and applied to particle analysis19 and 
this was followed by a further reassessment almost a decade 
later20. The method was also applied to in-line electron 
holography to view undecagold cluster. The method is found 
to work well with the phase contrast technique. In [22] Garcia 
et. al. extensively review lensless in-line holographic 
microscopy and show that the twin image is of no 
consequence in the reconstructions. They comment that this is 
because of the diverging reference beam. While the 
reconstruction of the object image converges upon 
reconstruction, the out of focus twin image continues to 
diverge and effectively forms the Fraunhofer case where it is a 
constant DC term in the ‘far-field.’ 

V. TWIN REDUCTION BY SINGLE SIDEBAND ELIMINATION 
In 1968 Bryngdahl and Lohmann developed23 a method to 
suppress the twin image. The method consists of filtering out 
half of the spatial frequency spectrum from the transmitted 
signal during the recording of the hologram and then filtering 
out half of the spatial frequency spectrum from the signal 
during the reconstruction process. The authors suggest that the 
result of this process will be that “each point scatterer in the 
object will cause only one half of a zone-plate pattern in the 
hologram plane.” The reconstructed signal will have the twin 

images on separate sides of its Fourier spectrum and they can 
be easily isolated by spatial filtering.  

VI. TWIN REMOVAL BY PHASE RETRIEVAL 
The 1970s and 1980s saw the development of a new field of 
research for recovering the phase of a wave field. These 
methods do not require interference and are collectively 
known under the name of “phase retrieval algorithms.” We 
can divide these phase retrieval schemes into two subsets; (i) 
deterministic24 and (ii) iterative25-27. Deterministic phase 
retrieval algorithms are based on analysing the propagation of 
an intensity diffraction pattern. Iterative methods on the other 
hand rely on recursive ‘ping pong’ algorithms that converge 
over time based on some constraints that are imposed in every 
iteration of the algorithm. They are often highly reliant on 
some initial condition set at the outset of the iteration process. 
These ping pong algorithms often require two recorded 
diffraction patterns but some have been developed that can 
work with only a single recorded intensity and a suitable 
constraint. While both deterministic and iterative phase 
retrieval algorithms have both been shown to work with some 
success, the iterative class has received by far the greatest 
attention in the literature. In [28] Gerchberg demonstrated 
how phase retrieval could be used with electron microscopy to 
recover the phase of the wave field. Despite the initial promise 
of phase retrieval algorithms, they have never managed to 
achieve results on a par with holographic methods. However 
there has been considerable interest in their usefulness in 
removing the twin image for in-line holography29-41. 

Twin removal has been successfully accomplished with 
both deterministic phase retrieval29 and iterative phase 
retrieval30-41. In [29] deterministic phase retrieval is combined 
with numerical simulations of light propagation to solve the 
twin image problem. In [30] and [31] Liu and Scott performed 
the first investigation of using iterative phase retrieval for 
removing the twin image. The authors note that “retrieval of 
phase permits separation of real-object distributions from the 
twin-image interference that accompanies conventional optical 
reconstruction.” However, this algorithm is limited to purely 
absorbing objects and cannot recover phase shifts caused by 
transmissive objects. Unfortunately the same can be said for 
many similar algorithms that followed. Liu continued to 
improve upon these algorithms by incorporating into them a 
noise constraint based on a model of additive noise32. Koren 
et. al. developed33-34 a new constraint for these iterative twin 
removal algorithms. The noticed that the out of focus image 
was considerably larger in area than it is in focus counterpart 
and they unitized this fact to form their constraint. They 
showed their algorithm to work for complex objects as well as 
absorbing objects. These phase retrieval twin removal 
algorithms were soon successfully applied to in-line x-ray 
holography35-36. In [37] another constraint is developed for 
these ping-pong algorithms, this time to remove the twin 
image from electron holographic images. In the object plane 
the phase is replaced with a parabolic phase (similar to the 
expected shape of the object surface) and in the image plane 
the intensity is replaced with the measured intensity. The 
method only works well with pure amplitude objects.  
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Advances were made in understanding the sampling 
requirements of these phase retrieval algorithms in [38]. For 
real absorbing objects another iterative algorithm has been 
developed39 to remove the twin image, this time utilizing both 
the Gerchberg-Saxton algorithm and the Fraunhofer 
technique. The iterative phase retrieval algorithm was 
extended for the case of multiple recordings of different in-
line holograms in [40]. Very recently41 improvements have 
been made on the iterative technique by using a better model 
of the object. This improved method works well for phase 
objects as bell as for pure absorbing objects. 

VII. TWIN REDUCTION BY LINEAR FILTERING/DIGITAL 
DECODING 

The first digital signal processing technique for the removal of 
the twin image42 appeared in 1979 but provided poor results 
and received little interest. Improved DSP based algorithms 
were developed some years later by Onural and Scott43-45. 
They described linear filtering operations to decode the 
information contained in the holograms. The filter is a series 
expansion of the inverse of that operator that maps object 
opacity function to hologram intensity. However their work 
did not allow for phase objects. Further advances in linear 
filtering for twin reduction that did allow in some cases for 
phase objects.46 Maleki and Devaney [47] have proposed a 
deconvolution algorithm to remove the twin but the method is 
plagued with the singularity problem, and the calculation is 
complex. Spence et. al. described another non iterative 
method48 but this too is limited to non phase objects. Yang et. 
al. have developed an algorithm49 that seems quite similar to 
previous work on subtraction holography discussed earlier. 
They devise a DSP method that relies on multiple 
reconstructions and subtractions. A similar method is 
developed in [50], seemingly unaware of work in [49], 
however their algorithm requires two in-line holograms to be 
captured.   

VIII. TWIN REMOVAL BY PHASE SHIFTING HOLOGRAPHY OR 
SOME FORM OF PHASE MODULATION 

In 1997 Yamaguchi and Zhang developed a new method51 for 
recording digital holograms free from the twin image, known 
as ‘phase shifting digital holography. The method allowed for 
the use of the in-line architecture but required a number of 
separate interferograms to be captured in which a phase shift 
is introduced to one of the interfering wavefields between 
capture. These phase shifts are usually effected by rotation of 
a quarter or half wave plate or through the minute vibration of 
a mirror. A similar method is presented in [52]. Chen et. al. 
have presented a method53 that allows for the phase-shifting 
technique to be applied with an arbitrary phase shift and just 
two captures. Kim et. al. have proposed a method54 for 
removing the twin image from a white light real time 
holographic system by utilizing polarization optics and the 
addition of images. However their method is based on the 
triangular interferometer that has numerous disadvantages. 
For complex gamma ray holography a phase shifting 
technique55 has also been applied based on changing the phase 
of the nuclear scattering amplitude by detuning from the 

resonance. Gabor and Goss also implemented an early 
technique56 based on phase shifting in which two holograms 
were captured with a quarter wave phase shift was used 
between captures. Reconstruction was optical and required the 
use of a “quadrature prism” to combine the previous captures 
and remove the virtual image. In [57] a number of these phase 
modulation twin removal methods are reviewed. In the case of 
optical scanning holography, techniques have been 
proposed58-60 to remove the twin was proposed involving 
simultaneous acquisition of sine and cosine Fresnel zone-lens 
plate coded imagesand adding the two holograms. 

IX. TWIN REDUCTION BY ADDING IMAGES AT DIFFERENT 
FOCUS 

A number of related techniques have appeared in the literature 
relating to twin removal in inline electron holography9,10, 62,63. 
It appears that one of the most successful methods for twin 
reduction in electron holography is by recording multiple 
holograms of the same objects with different wavelengths and 
then superimposing the intensities of the reconstruction. The 
out of focus twin image will change for each wavelength and 
average out. A similar technique has also been developed 
based on distance instead of wavelength62,63. By recording a 
series of holograms of the same objects but at different 
distances implies that the out of focus images will be different 
in each reconstruction and will integrate to approximate a 
constant value if a sufficient number of holograms are 
recorded and reconstructed. 

X. TWIN REMOVAL BY SPATIAL FILTERING OF 
RECONSTRUCTION PLANES 

Pedrini et. al. propose the first instance64 of the spatial 
filtering of reconstruction planes of digital holograms. This 
involves cutting out the wanted digitally reconstructed image 
from its surrounding pixels. However this area still contained 
considerable noise from the unwanted twin image. In [16] 
traditional spatial filtering in the Fourier domain was applied 
to an off axis digital hologram. Denis et. al. have proposed a 
novel method65 of spatially filtering the reconstruction 
domain. It was shown that by cutting out the reconstructed 
focused unwanted twin and returning to the plane of the 
virtual wanted image by numerical propagation one could free 
oneself of the unwanted noise. The method was proposed only 
in the area particle holography and the removal of the twin 
images was a manual operation. In this paper we propose the 
use of a similar technique for macroscopic objects. We discuss 
for the first time the relative spreading of the unwanted twin 
image and the wanted image and how one might manage this 
spreading in the numerical reconstruction techniques.  

XI. DC REMOVAL 
Throughout this discussion we have paid little attention to the 
zero order term – i.e. the intensity terms that appear as a by 
product of the holographic process. In some cases this artifact 
is far noisier than the unwanted twin Many of the methods 
discussed above will remove this term in addition to removing 
the unwanted twin. A number of methods have been 
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developed in the literature to remove this term alone to 
augment those metthods that do not. These methods are based 
on spatial filtering of the hologram66, subtracting 
stochastically different holograms67, phase-shifting68 and by 
subtracting the numerical generated intensity of the object and 
reference waves from the digital hologram69.  

XII. CONCLUSION 
In this paper we have categorically reviewed the subject of 

twin reduction and twin elimination in holography. This 
subject is of paramount importance in interference imaging 
due to the presence of the twin as a source of noise in the 
reconstructed image. We have reviewed over sixty years of 
research on this area. This paper will serve as a valuable 
reference to those interested in this subject.  
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Abstract 
 

A definition of repulsion distance is given in 

this paper. After an investigation on some 

experiments to compare the performance of two 

important existing algorithms that generate initial 

codebook of vector quantization, a new algorithm 

is proposed on the concept of repulsion distance. 

Some further experiments with the new algorithm 

are performed to verify the feasibility of it and to 

show its performance advantages. Finally, some 

atypical cases when using these algorithms are 

discussed. 

 

Keywords: vector quantization, initial codebook, 

repulsion distance 
 
 

1. Introduction 
 

Vector quantization is a widely used 

technique that compresses signals. In vector 

quantization, every K contiguous signal values are 

combined into a group, forming a K-dimensional 

signal vector. And then, all these vectors which 

form a training set, are employed to perform 

vector quantization. Given a training set of 

vectors in the K-dimensional space, the codebook 

generation algorithm can find out an appropriate 

division of all these vectors. Every area in the 

division is named a cell. The aim of vector 

quantization is to represent every vector in the 

training set with the codevector of its 

corresponding cell. During this process, the 

deviation between the codevector and the original 

vector is referred to as distortion. The codebook 

achieves its excellent performance when its 

distortion is minimal. Generally speaking, it is 

very difficult to generate a global optimal 

codebook. Thus, common algorithms usually 

generate a local optimal solution. 

Generating codebook is the most important 

step in vector quantization. The LBG algorithm
[1]

, 

proposed by Linde, Buzo and Gray in 1980, is the 

most frequently used algorithm of generating 

codebook. It begins from an existing initial 

codebook, and iterates to generate the final 

codebook, according to the necessary conditions 

of optimal vector quantizers, that is, the Nearest 

Neighbor Condition, the Centroid Condition, and 

the Zero Boundary Probability Condition. For the 

performance of the codebook is always getting 

better after any iteration, the LBG algorithm is 

convergent. However, a large quantity of 

experiment data shows that the rate of 

convergence and the performance of the final 

codebook with LBG algorithm are directly 

influenced by the initial codebook. So, it is a 

problem deserving of study in vector quantization  

how to generate a better initial codebook. 

To select randomly an enough number of 

vectors from the training set as the initial 

codebook is one of the usual ways to generate an 

initial codebook. In this way, an initial codebook 

can be generated in a very short time, for it needs 

only a small amount of calculation. However, in 

many cases, the initial codebooks generated in 

this way are not satisfying enough. Besides, there 

are many other feasible algorithms that generate 

initial codebook, such as the deleting algorithm
[3]

, 

the pairwise nearest neighbor algorithm, the 

product algorithm
[1,4,5]

, the splitting algorithm
[2]

, 

the variance classifying algorithm, and so on. 

 

2. Common Algorithms 
 

The deleting (DEL) algorithm is widely used 

to generate initial codebook in literatures on 

statistical clustering. This algorithm begins from 

the entire training set of vectors, and then 

selectively deletes vectors until the number of the 

vectors remain comes up to the requirement. Thus, 
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the vectors remain just form the initial codebook. 

Suppose ( , )d x y  measures the distortion 

between vectors x  and y , the DEL algorithm 

can be described as follows. 

(1) Initial state: given a threshold   which 

is a proper constant, given the training set of 

vectors { , 0,1, 2, , 1}
i

X i N  x  whose size 

is N , given the codebook { }
i

C  y  whose size 

is m (at the very beginning, 0m  ), and given 

that the size of the final codebook should be 

M ( 1M  ); 

(2) Set 0i  , { }
i

C C  x , 1m m  ; 

(3) Set 1i i  , if i N , go to (4); 

otherwise, go to (5); 

(4) Set     , 1i  , here   is a 

positive decimal which is less than 1; 

(5) If 
i

Cx , go to (3); 

(6) Find 
j

Cy , so as to make sure 

   
0

, min ,
k M

i j i k
d d d

 

 x y x y ; 

(7) If d  , go to (3); 

(8) Set { }C C i  x , 1m m  ; 

(9) If m M , go to (3); otherwise, stop. 

In addition to the basic deleting algorithm, 

the pairwise nearest neighbor (PNN) algorithm 

proposed by Equitz, et cetera is also a kind of 

deleting algorithm. This algorithm firstly 

considers each vector in the training set as the 

codevector, that is to say, each vector occupies its 

own cell. And then, the pairwise nearest two cells 

are merged into a new cell continually, until the 

number of the cells achieves requirement. 

Likewise, suppose ( , )d x y  measures the 

distortion between vectors x  and y , the PNN 

algorithm can be described as follows. 

(1) Set the number of codevectors n N , all 

the cells are , 0,1, 2, , 1
i

R i N  , and the 

corresponding centroids are 

, 0,1, 2, , 1
i i

i N  y x ; 

(2) Calculate the distortion of each pairwise 

vectors
l

y and
m

y , i.e.  ,
l m

d y y , 

0 1l m n    ; 

(3) If    
0 1

, min ,
l m

l m n
i j

d d
   

y y y y , 

0 1l m n    , merge cells
i

R and
j

R , 

meanwhile, update codevector 
i

y  to 

i i j j

i

i j

R R

R R

  




y y
y , here, 

i
R  is the 

number of vectors 
i

R  contains. And then, if 

1j n  , remove the codevector 
j

y ; otherwise, 

set 
1j n

y y , 
1j n

R R


 , and remove the 

codevector 
1n

y , set 1n n  ; 

(4) If n M , stop; otherwise, go to (2). 

To compare the performance of the final 

codebooks generated by the two algorithms (DEL 

and PNN), we carried out an experiment on the 

two-dimensional surface. First of all, we 

generated several points on the two-dimensional 

surface to constitute the training set of vectors. 

And then, we use these algorithms respectively to 

generate two initial codebooks, which will then be 

passed to the LBG iterations. At last, we can judge 

which algorithm generates a better initial 

codebook from the final distortion of them after 

the LBG iterations. 

We did two groups of experiments. In each 

group, we generated randomly 100 

two-dimensional vectors (points) to constitute the 

training set. The difference is that in the first 

group, all the points in the training set were 

distributed within a circular region with center at 

the point  0, 0  and radius equal to 0.5. While in 

the second group, all the points in the training set 

were distributed within a rectangular region 

enclosed by four lines: 0.5x   , 0.5x  , 

0.5y   , 0.5y  . In each group, the final 

codebook contained only 5 codevectors, and, the 

experiment was repeated 10,000 times. We 

recorded how many times one of the two 

algorithms respectively generated a better initial 

codebook during the process. 

 

 
Figure 1. Training points within a circular 

region 
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Figure 2. Training points within a rectangular 

region 

 

The distribution of the training set of points 

in the two groups of experiments, drawn with 

Matlab, are shown in Figure 1 and Figure 2. 

The results of the experiments are shown in 

Table 1 and Table 2. Note that, since sometimes 

codebooks generated by the two algorithms may 

result in the same performance, they two may be 

considered as “better” in one experiment. So, the 

sum of the number of their times better is greater 

than 10,000. 

 

Table 1. Results of the 1st group 

Algorithm Times better Conclusion 

DEL 5853 
DEL is better. 

PNN 4994 

 

Table 2. Results of the 2nd group 

Algorithm Times better Conclusion 

DEL 5215 
PNN is better. 

PNN 6531 

 

We can draw a conclusion from the results 

above that the DEL algorithm and the PNN 

algorithm perform differently in different 

circumstances. When the training points are in a 

circular region, the DEL algorithm performs better; 

but when the training points are in a rectangular 

region, the PNN algorithm performs better. 

 

3. The Algorithm Based on the 

Maximum Repulsion Distance 

 

From the experiments, we know that the 

performance of the final codebooks developed 

from the initial ones which are respectively 

generated by the DEL algorithm and the PNN 

algorithm are similar to each other. To try to get 

an even better performance, we proposed a new 

algorithm of generating initial codebook, which is 

based on the maximum repulsion distance, the 

MRD algorithm. This algorithm is on the basis 

that the initial codevectors should be as dispersive 

as possible. That is to say, the initial codebook 

must be good enough only if all the codevectors 

are selected from different cells of a good division 

of the training set of vectors. Thus, to ensure that 

the codevectors are as dispersive in the training 

set as possible, and that they are selected from 

different cells, the MRD algorithm will always 

select the farthest vector from the selected 

codevectors as the next one added into the initial 

codebook in every iteration. 

We introduced the concept of the repulsion 

distance to measure how far a vector is from all 

the vectors in a vector set. Suppose there is a 

vector v and a vector set { , 1, 2, , }
i

X i N  x , 

the repulsion distance between v and X is defined 

as:    
1

, min ,
i N

i
rd X d

 

v v x , here, ( , )d x y is the 

distortion of two vectors. Thus, the algorithm of 

generating initial codebooks based on the 

maximum repulsion distance can be described as 

follows. 

(1) Initial state: given the training set of 

vectors { , 0,1, 2, , 1}
i

X i N  x  whose size 

is N , given the codebook { }
i

C  y  whose size 

is m (at the very beginning, 0m  ), and given 

that the size of the final codebook should be 

M ( 1M  ); 

(2) Calculate the centroid c of X ; 

(3) Find Xv , so as to make sure 

   
0

, max ,
i N

i
d d

 

v c x c . Set { }C C  v , 

1m m  ; 

(4) Find Xv , so as to make sure 

   
0

, max ,
i N

i
rd rd C rd C

 

 v x . Set { }C C  v , 

1m m  ; 

(5) If m M , go to (4); otherwise, stop. 

As other algorithms of generating initial 

codebooks, the MRD algorithm can’t get a global 

optimal solution either, but a local optimal 

solution. The feasibility of this algorithm can be 

explained as follows. 

Before step (3) is executed, there is only one 

vector in the codebook. This vector must belong 

to a certain cell from a division of the training set 

of vectors. In each iteration, every vector that is 

selected as the next codevector is the farthest one 

from the codevectors which have already been 

selected. Suppose the candidate vector is x , and 

the nearest codevector in current small-size 

codebook is y , then the repulsion distance 
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 ,rd d x y . If x and y don’t belong to a same 

cell, the algorithm gains its end. Otherwise, 

suppose x and y do belong to a same cell, then the 

diameter of the cell should be  ,rd d x y at 

least. Because rd is the maximal repulsion 

distance, the distance from any other vectors in 

the training set to the existing codebook should be 

less than rd . Then, the “largest” cell is the one 

containing x and y , and it should be split to create 

more codevectors in initial codebook. Thus, x is 

also a best one to be selected in this iteration. 

To test the performance of the algorithm, we 

repeated the two groups of experiments above, 

with the new algorithm joined in. The initial states, 

conditions and requirements remained the same. 

The results are shown in Table 3 and Table 4. 

 

Table 3. Results of the 1st group 

Algorithm Times best Conclusion 

MRD 4764 
MRD is the 

best. 
DEL 4116 

PNN 3430 

 

Table 4. Results of the 2nd group 

Algorithm Times best Conclusion 

MRD 4674 MRD is the 

better than 

DEL. 

DEL 3907 

PNN 5011 

 

Note that, since sometimes two/three 

algorithms may perform just the same, they 

two/three can be best in one experiment. 

We can see from the results above, that under 

different circumstances, the MRD algorithm is 

better than the DEL algorithm, and sometimes, 

better than the PNN algorithm. Even in the cases 

that PNN performs best, the gap between MRD 

and PNN is still small. 

 

4. Discussion 
 

The basic idea of the MRD algorithm is, 

when selecting initial codevectors, selecting the 

farthest vector from the existing codevectors so 

that all the initial codevectors  are in different 

cells according to the final division. That 

decreases both the total iterations needed by LBG 

and the distortion of the final codebook. Thus a 

good codebook is generated. 

In the experiments above, the MRD algorithm 

performs satisfyingly. In many cases, the 

performance of the codebook generated by the 

MRD algorithm is pretty good. 

However, the MRD algorithm is not able to 

recognize the noise in the training set of vectors. 

So, in some untypical cases, when the training 

vectors are distributed in a special way, the MRD 

algorithm will tend to select the vectors which are 

farthest without considering any other conditions. 

This may lead to a bad initial codebook. 

For instance, in a untypical case, the training 

set of vectors consists of 112 randomly generated 

points on a two-dimensional surface. Among them, 

100 points are distributed in a circular region with 

center at the point  0, 0  and radius equal to 0.5. 

However, around this region, 4 groups of noise 

points are located in small circular regions at 

 1, 0 ,  0,1 ,  1, 0  and  0, 1 . Every 

group has 3 points. 

 
Figure 3. Training set with noise 

 

Like the experiments above, we repeated 

10,000 times. 

The distribution situation of the training set of 

points as well as the noise points in this 

experiment, drawn with Matlab, is shown in 

Figure 3. And the result is shown in Table 5.  

 

Table 5. Results of the special case 

Algorithm Times best Conclusion 

MRD 3231 

DEL is the best. DEL 9278 

PNN 3214 

 

In such a case, because of the existing of the 

12 noise points, the performance of the MRD 

algorithm suddenly drops, worse than the DEL 

algorithm. 

However, in the real world, the probability of 
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this case is quite small. So, from a statistical point 

of view, the MRD algorithm achieves averagely 

high performance. Finally, how to filter the noise 

and how to improve the performance of the MRD 

algorithm under a variety of circumstances, are 

problems that deserve further study. 
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Abstract— In 2005 Lolle et al published controversial findings 

showing that the Arabidopsis thaliana plant repairs invalid genetic 

information using the grandparent as a kind of repair template. 

We have previously shown how a genetic repair operator 

(GeneRepair) can be used to correct invalid individuals in an 

evolutionary strategy. It has been shown that superior results are 

produced when the individual’s grandparent is used as the repair 

template in comparison to using the individual’s parent. This 

paper investigates whether the results produced by GeneRepair 

templates are affected by parameters of population size and 

number of generations. The results indicate that the grandparent 

template outperforms the parent template regardless of 

population or generation size. These findings further supports the 

controversial theory of Lolle et al.  

Keywords-component GeneRepair; evolutionary strategy; non-

mendelian inheritance;population size, generation size, Arabidopsis 

thaliana 

I.  INTRODUCTION  

Evolutionary Strategies (ES) are based on the Darwinian 
principle of survival of the fittest. Their expected success is 
based on the fact that they mirror biological evolution. ES have 
been shown to be successful when used on problems with large 
search spaces, but traditional ES are ill-suited to constraint 
based problems [1]. Three approaches have been adopted to 
enforcing constraint upon an ES: penalty points [2], modified 
ES operators and genetic repair. In this paper we evaluate a 
modified ES that incorporates a genetic repair process. 

In 2005 Lolle et al published a controversial paper showing 
that the Arabidopsis thaliana plant used a genetic repair process 
to correct invalid genetic information [3]. The corrected 
individuals appeared to be repaired using information 
originating in the grandparent generation – information that 
apparently by-passed the parent generation. This radical form of 
non-Mendelian inheritance was treated with much skepticism by 
some of the scientific community.  

In this paper we modify a traditional ES to mirror this 
genetic repair technique. We compare the effect of 
population and generation size on the results produced, using 
both the parent and grandparent template to repair invalid 
individuals. Invalid individuals are those that do not satisfy 
the constraints of a given problem – the biological equivalent 
of producing a viable individual/phenotype. For this paper we 
have used the TSPLIB eil51 51 city Travelling Salesman’s 

Problem (TSP) to evaluate our hypothesis and compare 
results. The results show that as the evolutionary strategy is 
modified to more closely mirror biology, the grandparent 
repair becomes a superior candidate for use as a repair 
template than the parent. 

II. GENEREPAIR 

GeneRepair [4] is an operator which repairs invalid 
individuals produced by crossover or mutation in an 
evolutionary strategy.  An example of an invalid individual for 
the TSP would be an individual with duplicate cities.  The 
GeneRepair operator would ensure that this individual satisfies 
the problem constraints by replacing the duplicate city with any 
missing city. 

Figure 1.  An Individual with an invalid duplicate gene 

As we can see in Fig. 1 the individual is invalid as it has a 

duplicate of city 1. GeneRepair is invoked to repair this error by 

replacing the duplicate with a missing city. In order to decide 

which city to replace GeneRepair uses a template. Our research 

compares the use of the individual’s parent and the grandparent 

as possible repair templates. 

III. RESULTS 

We ran an experiment to compare grandparent and parent 
GeneRepair with a population of ten for five hundred 
thousand generations on the eil51 TSP to investigate the 
consequences of change in generation and population size on 
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the success of the GeneRepair templates. We ran this 
experiment 260 times. Our results are presented in two 
separate subsections. In the first subsection we present the 
results produced by the 260 runs. We sample these results at 
100,000, 250,000 and 500,000 generations and at each point 
we compare the use of parent and grandparent templates. In 
the second subsection we analyze the best result produced 
using the parent template and compare it to the best result 
produced using the grandparent template.  We sample both of 
these files at 50, 500, 5000, 50000 and 500000 generations 
and compare the best parent solution and the best grandparent 
solution at each point.  

A. Comparison of Final Results Produced by Parent and 

Grandparent Templates  

In previous research [5] we have shown how the grandparent 
can be used as a template for repair in an ES to successfully find 
near optimal solutions to constraint based problems. In this 
paper we investigate whether change in population size or 
number of generations has an effect on those findings.  We have 
used a population of ten for this set of experiments which is a 
tenth of the population used in our previous publication. The 
mutation rate set to two for all experiments.  This mutation rate 
is based on the findings from the investigation carried out in 
mutation rates by Mitchell [6].   

In this first set of results we compare the final results 
produced by each of the 260 experiments carried out using the 
parent template to repair invalid individuals to the 260 
experiments carried out where the grandparent template was 
used.  Each of the experiments was run for 500,000 generations. 
In Fig. 2 below you can see that each of the grandparent 
experiments produced a smaller tour length and so a better 
result that its parent counterpart. 

 

Figure 2.  Results for 260 experiments after 500,000 Generations 

We went on to sample each of these results at 100,000 and 

250,000 generations. In Fig. 3 the result of each experiment is 

shown after 100,000 generations. It can be clearly seen that 

there is a significant gap between the tour length produced using 

the grandparent template and the tour length produced using the 

parent template for the majority of the results. 

 

 

 

Figure 3.  Results for 260 experiments after 500,000 Generations 

In Fig. 4 below we can see that the gap between the results 
produced when using the parent and grandparent templage has 
grown when the results were sampled at 250,000 generations. 
The grandparent produces superior results to its parent template 
for every experiment.  You can also see that the best results 
produced by the grandparent, as highlighted in Fig. 4 are 
signicantly better than those produced by the parent template. 

 

 

Figure 4.  Results for 260 experiments after 500,000 Generations 

If we analyze the results produced by the experiment as 

illustrated in Fig. 2, it is clear that grandparent is superior to 

parent as a candidate for a GeneRepair template even though the 

population size was one tenth of the size in previously published 

results. By not only looking at the final result but also sampling 

the experimental results at two separate points we can see that 

the grandparent template produces superior results to the parent 

template regardless of generation size.  If we go on to analyze 

these results further we can see that while the average 

grandparent has a lower tour length than the average parent the 

standard deviation across the results produced by the 

grandparent template is much wider (See Table 1). Perhaps it is 

this diversity within the grandparent that allows us to produce 

better results through wider exploration of the search space. 
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TABLE I.  EXPERIMENTAL RESULTS FOR 260 RUNS 

Template 

Tour Length 

Average 
Standard 

Deviation 

Parent 799.2769 16.06984 

Grandparent 796.2654 19.63673 

 

B. Analysis of Best Parent and Best Grandparent Results 

This second section of our results compares and analyzes the 
best result produced when using the parent template compared 
to the best result produced when using the grandparent template 
as highlighted in Fig. 2. We have sampled these results at five 
different points in the experiment to compare parent and 
grandparent GeneRepair at five different generation sizes. The 
results in Fig. 5 compare best results produced by both 
grandparent and parent GeneRepair after 50 generations. The 
lines in the graph below indicate the tour length (Y-axis) 
produced for the eil51TSP at that particular generation (X- 
axis). We can see that only after 50 generations a small but 
significant gap has formed between the use of grandparent and 
parent templates. We can also identify that using the parent 
template has caused the decrease in tour length to somewhat 
plateau in comparison to the steady improvement of results 
when using the grandparent template. 

 

Figure 5.  Results after 50 Generations 

In Fig. 6 below we can see that the gap between the results 

produced by the grandparent and parent template has grown 

significantly after 500 generations. Grandparent appears to 

continue to evolve while once again the parent template has 

caused a plateau in the results. 

 

Figure 6.  Results after 500 Generations 

We have sampled the experiment at 5 different points; 50, 

500, 5000, 50,000 and 500,000 generations. The only time that 

parent produces better results is at 5,000 generations but even at 

this point the difference between grandparent and parent is 

minimal in comparison to the difference between them at each 

of the other sampled points. (See Table 2 & Fig. 7) 

 

Figure 7.  Results after 5,000 Generations 

 

Figure 8.  Results after 50,000 Generations 
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When the results are next sampled at 50,000 generations 
grandparent is significantly better than parent again which 
concretes the finding that the result at 5,000 generations was a 
definite outlier for the parent template in comparison with the 
constant positive results for the grandparent template (Fig. 8) 

The last sample of the results was taken at 500,000 
generations and the gap between the parent and grandparent 
template has once again grown. The final results shown in Fig. 9 
illustrate that on completion of the experiment the grandparent 
template has produced a significantly lower tour length than the 
parent template.  

 

 

Figure 9.  Results after 500,000 Generations 

TABLE 2 provides a summary of the results as sampled at 

the five points explained above. We can see that the difference 

between the grandparent and parent template becomes more 

apparent as you increase the number of generations in the 

experiment. Not only is grandparent a superior repair template, 

it is impervious to both population size and the number of 

generations. We can see that it is resistant to changes in the 

population as this experiment gives the same conclusion as 

previously published results [5] even though the population 

used for the results shown in this paper is a tenth of what it was 

for previous experiments.  We have also shown that it is 

resistant to changes in the number of generations by sampling 

the results at five different points and comparing the parent 

template to the grandparent template at each of these points (See 

Table 2).  

TABLE II.  FINAL RESULTS 

Number of Generations 
Repair Template 

Parent Grandparent 

50 Generations 1098 1092 

500 Generations 1028 960 

5000 Generations 839 842 

50000 Generations 837 816 

500000 Generations 752 685 

IV. CONCLUSION 

Previous results [5] have illustrated that the grandparent is a 
superior repair template to the parent when used by GeneRepair 
in an ES. This paper goes on to show that the superiority of the 
grandparent repair template is invariant across many population 
and generation sizes. The population used for the experiments 
illustrated in this paper was set to 10 in comparison with a 
population of 100 in previously published results [5]. The final 
260 experiments were analyzed at three different generation 
sizes. The results showed that at each of the sampled points the 
grandparent template outperformed the parent as a repair 
template. The results also showed that the grandparent template 
continuously produced superior results and so at each sampled 
point in the experiment it was a new best result produced by the 
grandparent being compared to the parent. The grandparent 
continually produced superior results as opposed to one superior 
outlier. 

We then went on to examine the best result produced by the 
parent template in comparison to the best result produced by the 
grandparent template. The experiment was sampled at five 
different generation sizes and four out of five of these samples 
were positive that that the grandparent is a superior template. 
The one sample that was not positive was too weak to suggest 
that the parent template was superior. It is also to be expected 
with a stochastic method such as ES that a small proportion of 
the results will be unreliable due to the strong influence of 
outliers on the overall results.  

The results presented in this paper strongly support the 
controversial findings of Lolle et al [3] where they show that in 
the biological environment of the Arabidopsis thaliana plant the 
grandparent template is successfully used as the repair template 
to correct invalid genetic information. This paper concludes that 
not only is it possible to use the grandparent as a template for 
repair, it is shown to be superior to using that of the parent 
regardless of population and generation size.  
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Abstract— This paper documents the work in progress in 

creating a new Intelligent Learning System. The paper 
introduces the issues of relevance when developing such systems. 
It examines briefly the state of the art followed by key 

approaches to addressing the major research questions in the 
field. We introduce the Realise

it
 system outlining the philosophy 

behind the system. and also the novel approach which we are 
taking to its implementation. Following this we explore the as yet 
unanswered research questions which must be addressed in 

order to develop what we believe is a truly intelligent learning 
system; one  which can appropriately and intelligently guide 

learners (students) along their individual learning paths 

throughout their lives.  

 
Keywords— Intelligent Learning, ITS, Artificial Intelligence, 

Data Mining, Knowledge Management.  

 

I. INTRODUCTION 

Over the last twenty years we have seen an explosion in the 

number of computer based training systems (also: VLE, LMS, 

LCMS, ITS and e-learning). With the internet we have a 

plethora of web based learning systems, all of which can 

utilise a variety of ways to present the material to students: 

text, graphics, audio and movies. The majority of educational 

institutions at third level have now implemented some form of 

managed learning environment comprising a backbone Virtual 

Learning Environment [1] of Moodle, Blackboard, Caroline, 
etc. These systems essentially provide knowledge 

management of the educational content, assessment and also a 

level of administrative assistance. To increase the 

attractiveness of these systems to learners, over the last few 

years these systems have embraced new educational 

technologies. The use of this technology has long been 

questioned, particularly around issues of relevance such as - to 

what extent do these new technologies assist the student in 

gaining the required knowledge? 

A number of education technology researchers have 

investigated this issue, for example Clark and Mayer [2] have 

investigated an interaction enhanced e-Learning system 

(using natural language, first and second person pronouns for 

assessment and feedback). Their approach to using novel 

technology was benefit driven, not just because it was 

available but because following scientific investigation it was 

found to be superior to other (evaluated) approaches. 

However, adding new technology to a learning system that 

does not contain any real intelligence raises many questions. 

Many of the aforementioned VLEs utilise homogeneous 

learning paths for all learners. These systems achieve an 

economical educational approach both in terms of finance and 

educational benefit to all students. More flexible approaches 

which adapt to individual learners’ needs have been attempted. 

One of the primary research areas is Intelligent Learning 
Systems [3, 4] (sometimes referred to as Intelligent Tutoring 

Systems). This is an area of AI research which fundamentally 

highlights where cognitive interaction of man and machine are 

critical for the best performance of both systems.  

Some researchers have suggested that further work is required 

to improve issues around homogenised e-Learning systems 

together with poor support and feedback for the individual 

learners.  

 

II.    INTELLIGENT TUTORING SYSTEM 

An Intelligent Tutoring System (ITS) as defined by the AAAI 
[5] is “educational software containing an artificial 

intelligence component. The software tracks students’ work, 

tailoring feedback and hints along the way. By collecting 

information on a particular student’s performance, the 

software can make inferences about strengths and weaknesses, 

and can suggest additional work.” The AI element is the key 

component to individualised learning systems. Over the last 

ten years a number of different systems have been developed 

which provide intelligent tutoring. These systems, however, 

have developed along very narrow lines in terms of subject 

area and educational objectives. An example is algebra for 

first year university Mathematics students. Tom Murray a 
significant researcher and author in the ITS and adaptive 

learning systems field, was critical that the ITS field lacked 

vision [6]. In 1999 he summarised the focus of  research in 

ITS as applying to: particular subject domains (like algebra or 

calculus), learning environments which embodied either an 

instructional metaphor or a traditional curriculum metaphor 

only and those which were pedagogy or performance oriented 

solely. His 1999 summary of the state of the art sadly remains 

largely unchanged today. Murray identified a number of areas 

which he felt were important for future research in order to 

move the field forward. He noted that these were neglected in 
the work up to 1999, and today they remain largely 

uninvestigated.  
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One central element of research which has been identified as 

requiring significant exploration is the human computer 

interaction in learning systems. How information is presented 

to the learner is a complex problem, requiring the direct input 

from a number of interdisciplinary specialists such as: HCI, 

Educationalists (both pedagogical and androgogical), 

Cognitive Science and Software Engineering. 

 

III.    MAN & MACHINE 

Understanding the needs of both man & machine is critical 

when creating an effective intelligent and adaptive learning 

system. It is relatively straightforward to assess the state of 

knowledge in an artificial system. However, it is somewhat 

more complex to assess the current state of knowledge in a 

human learner. From a human psychology perspective, 

through profiling and observation of the individual, an 
estimation of the knowledge profile of the user is possible. 

The degree of belief one places in this is influenced by a 

number of correlated factors including: the level of profiling, 

and the techniques used in this profiling [7]. Effective user 

profiling is closely associated with the development of a 

highly coupled human computer interaction [8]. Many studies 

have identified differing profiling techniques (e.g. learning 

style profiles [9, 10, 11]), all of which can profile particular 

elements of the user, using questions ranging from 10 in 

number to 1000 or more. New approaches that have been used 

to successfully assess the interaction of users and systems, 

include those which combine traditional profiling with 

theories of Cognitive Load [12] on a student as he/she 

interacts with the system. Measuring passive interactions with 

the systems through various techniques such as head and eye 

tracking, or EEG, can assist in improving our understanding 

of the HCI process and what most suitably works with 

individual learners [13]. 

 

IV.    REALISE
IT

 INTELLIGENT LEARNING SYSTEMS 

The Realiseit Intelligent Learning System is currently a work 
in progress, (see Figure 1, which depicts a typical view in the 

system). A number of key modules have been completed 

including the Artificial Intelligence Engine (AIE), see Figure 

2. The AIE is tasked with providing the differing system 

modules with the specific intelligence to dynamically modify 

and develop each student’s learning path.  

 

The approach builds upon the current state of knowledge 

concerning expert systems. This is achieved through the use of 

evidence based decision (EBD) making. Our EBD approach 

utilises proactive and passive assessments coupled with 

profiling to create an evidence profile which can feed into an 

innovative blend of allied algorithms such as: Bayesian 

Reasoning [14], Simulated Annealing [15], Information 

Theory [16], Graph Theory [17], Fuzzy Logic [18], 

Classification Trees [19], Nonlinear and Ordinal regression 

techniques [20].  
 

The Realise
it
 system attempts to embrace the issues raised by 

Murray. The learning system is enhanced with a blend of 

methodological approaches including instructional metaphor, 

traditional curriculum metaphors, pedagogy-oriented and   

performance oriented metaphors, all united in a single 

environment. This approach facilitates the larger objective of 

enabling the system to be applicable across a variety of 

differing subject areas such as Math, Science, Languages, 

Business, History and Social Sciences.  

 

Figure 1  Screenshot of Realise-it Intelligent Learning System 
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Figure 2  Artificial Intelligence Engine 

 

The primary goals of the Realise
it
 project that have been 

achieved so far provide the following core design features: 

 

• Multi disciplinary learning approach. The system 

provides a single environment for the student to learn a broad 

range of subjects such as Languages, Math, Science and 

History. A learning objective for one individual may include 

learning items drawn from different subjects. This novel 

approach is as a result of trials which have shown that 

individual student learning paths typically require skills drawn 

from a broad range of disciplines. 

 

• Individual dynamic learning paths. Each individual 

learner has a dynamic learning path for their particular 

learning objective. The learning path is integral to the 

navigation through the educational material and is consulted 

(and possibly modified) continuously during a learning 

session. This technique is one of our approaches to ensure that 

the user can always determine “where am I?” in relation to 

their progress towards intended learning objectives.  

 

• Focus on individual learning and appropriate learning 
designs. The system is designed to reduce the technology 

noise that is often present in eLearning applications. This is 

particularly acute when significant amounts of valuable 

“learning time” are devoted to solving technology problems, 

instead of addressing learning problems.  

 

• Flexible and adaptable learning environments. The 

system has been designed to embrace Cognitive load theory 

[21] and its impact upon Learning Design, creating a modern 

flexible learning system. Using the Learning Design 

approaches and standards of IMS Global (IMS-LD) [22] as a 

foundation, our system is self-intelligent. This provides 

intelligent flexibility to an individual learner’s desired 

pedagogical (or androgogical) approach. 

 

Trials of the system are currently underway and it is expected 

that further publications will document the results of these 

trial when they have been completed (expected later in 2009). 

 

V.    FUTURE WORK 

At present we have identified two key areas of further 

research which we expect will significantly enhance the 

understanding of intelligent learning systems. Initially we will 
focus on how intelligent learning systems can become even 

more intelligent and how they can best be utilised in an 

efficient man and machine manner. To achieve this a more 

full understanding of the profile of both the learner and the 

content is required. We will focus on: 

• Behavioural assessment & modelling 

• Cognitive assessment & modelling 

• Learning style assessment & modelling 

This will enhance our approach to developing a suite of tools 

to accurately instruct and assess the individual learner across a 

range of differing specialist fields, subject areas and multi 
disciplinary learning path objectives. This will ensure that the 

system continuously adapts (a) assessment methods, (b) 

content delivery vehicles and (c) the learning paths for a wider 

range of subjects and individual learners. 

 

A second key area of work is how to fully embrace 

interoperability and usage of differing educational content. 

Content presentation and navigation is tightly coupled with 

the advantages of technology drive education and also 

cognitive loading. Improper usage of technology may purely 

divert attention away from the learning objective. Equally it is 

likely that cognitive profiling may indicate where novel usage 

of new technology may be more effective, for example with 

special case learners such as those who have an intellectual 

disorder or an attention deficit disorder.  

 

It is the marrying of cognitive psychological techniques and 

artificial intelligence techniques that, we suggest, will bring 

about the next generation of intelligent learning systems.  

 

VI.    SUMMARY 

In this paper we have briefly explored the work in progress in 

creating the Realise
it
 Intelligent Learning System. The paper 

introduced the issues of relevance in developing such a system. 

It examined briefly the state of the art followed by key 

approaches to addressing the major research questions in the 

field. We introduced the Realiseit system outlining the 

philosophy behind the system and also the novel approach 

which we are taking to its implementation. Following this we 

identified the outstanding research questions which must be 

addressed to ensure a truly intelligent learning system which 

can appropriately guide learners along their individual 

learning paths. 
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AN IMPROVED HAPTIC ALGORITHM FOR VIRTUAL BONE SURGERY
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ABSTRACT

With the rapid development of virtual environments as part
of surgical training in bone surgery, the specific challenge
of feedback to the haptic device controlling the virtual drill
continues to receive attention. This paper reviews the evo-
lution of relevant haptic algorithms and measures the rel-
ative performance of those which are proxy and non-proxy
based using real force data. An improved proxy-based feed-
back algorithm is also presented for use in a temporal bone
surgery simulator. This new algorithm uses a spherical proxy
which prevents the dynamic object, drill burr, from passing
through gaps smaller than its own size.

1. INTRODUCTION

Traditionally, the milling procedure for temporal bone surgery
has been taught to students through demonstration and prac-
tice on cadaveric specimens. Variations in the supply of
these specimens coupled with technical advancements in vi-
sualisation have contributed to the development of virtual
temporal bone surgery simulators. Examples include [1],
[2], [3] and [4]. Simulators can also offer the facility of
integrating patient-specific data. This means surgeons can
perform a dry run prior to actual surgery. Central to a simu-
lator’s effectiveness is the handheld or haptic device which
takes the place of the surgical drill. It is imperative that
the user experiences through haptic feedback forces consis-
tent with those experienced during a real drilling procedure.
This is one of the bigger challenges in this area.

Typically, in a bone milling simulator, the underlying
data derives from CT scans and is rendered on screen in 3D.
Forces must be calculated based on the interaction between
the virtual drilling tool and the voxels representing bone.
This is in contrast to traditional haptic methods which cal-
culated forces based on explicit surfaces.

The approach to calculating these forces can be broadly
divided into two main categories: proxy-based and non proxy-
based. Typically, proxy-based algorithms calculate the out-
put based on a spring-damper force between the proxy po-
sition and the user effector position, [2], [5] and [6]. Non
proxy-based algorithms calculate haptic forces based on the
intersection between virtual drill burr sphere and voxels,

e.g. [3] uses a system of virtual springs, while [1] and [7]
use algorithms based on sample points on the drill tool.

In this paper, an improved proxy-based haptic algorithm
is presented which maintains proxy-surface contact while
preventing the proxy becoming immersed within the vol-
ume. It uses a new, more complex method of force cal-
culation which achieves greater accuracy when compared
with real-world force data. A second, non-proxy based al-
gorithm similar to [1] is also presented, and the online hap-
tic data repository discussed in [1] is used to evaluate both
algorithms.

The paper is organised as follows: Section 2 discusses
the evolution of haptic algorithms relevant to bone surgery,
Section 3 describes the proposed proxy-based and non proxy-
based algorithms in detail, Section 4 presents results and
performance evaluation and Section 5 outlines future work.

2. EVOLUTION OF RELEVANT ALGORITHMS

McNeely et al [8] used a voxmap-point shell algorithm to
provide haptic feedback, in which the dynamic object is rep-
resented by surface sample points. In each haptic frame all
points are checked for intersection with voxels from the ob-
ject being explored. If a point is found to be in contact with
the object then a normal is traced towards the centre of the
dynamic object. All normals are then summed and scaled to
give an overall force vector.

Bryan et al [3] projected virtual springs outwards from
the surface of the drill burr sphere. These form a force field
which strives to maintain a minimum separation distance
between burr and bone. The limitation here is that only
bone surface information is used. Volumetric information
is not used which rules out the possibility of varying forces
according to bone density.

Petersik et al [7] developed a haptic interaction algo-
rithm based on 26 pre-computed sample points on a spher-
ical drill surface. A drawback with non proxy-based algo-
rithms such as this is that a sufficiently forceful push by the
user can cause the virtual burr to become completely im-
mersed in the bone. To counteract this a basic proxy method
was implemented for use only when immersion occured.

Lundin et al [5] developed a new, point-based, proxy al-
gorithm for direct volume haptics. Material properties such
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as stiffness, friction and penetrability were included. As ex-
plicit surfaces do not exist in a volumetric representation of
an object, a local surface was extracted in each haptic frame.

Vidholm et al [6] presented a proxy-based algorithm
based on a combination of [5] and [7]. A spherical proxy
prevents the burr passing through small holes in the volume.
However, when exploring complex surfaces, the spherical
proxy can become completely immersed within the volume
causing the algorithm to fail.

Eriksson et al [2] modified an algorithm based on that
in [6] to address the immersion problem. Using an iterative
approach to keep the proxy in contact with the surface of
the object, and thus never completely immersed, the proxy’s
centre is maintained on the surface of the volume. The dis-
advantage is that the algorithm behaves as if the proxy were
a point and therefore the haptic probe can pass through tiny
gaps in a volume.

Morris et al [1] present a method similar to [7] except
that the spherical drill burr is discretized using evenly-spaced
volume sample points rather than surface samples only.

The algorithms discussed above can be divided into two
categories: proxy-based, [2] [5], [6] , and non-proxy based,
[1], [3], [7]. The three non proxy-based algorithms were de-
veloped using a Phantom Premium haptic device [9] which
has improved stiffness over the lower-end Phantom Omni
device [9].

Until Morris et al [1], there were no concrete standard-
ized methods for evaluating haptic algorithms. Now, an on-
line data repository allows haptic algorithm developers to
compare output with real-world data collected from a force
probe. This proves extremely useful for comparing the rel-
ative performance of algorithms and it is used here to com-
pare the non proxy-based algorithm in [1] with the proposed
improved proxy-based algorithm. The algorithm in [1] rep-
resents the most recent development in the non proxy-based
class of haptic bone surgery algorithms.

3. HAPTIC ALGORITHMS

This section describes the two haptic algorithms chosen for
implementation and performance evaluation using a Phan-
tom Omni.

3.1. Non Proxy-Based Algorithm

In each haptic frame, bone voxels which are found to in-
tersect with the drill burr sphere contribute individual unit
forces which act to push the drill burr out of the volume. The
unit forces are then summed to yield an overall force vec-
tor which is then scaled down to prevent instability caused
by a large initial contact force. The bone voxels were used
directly to compute the force, which with adequate voxel
resolution is sufficient.

3.2. Improved Proxy-Based Algorithm

Similar to [2] and [6], this algorithm uses a spherical proxy
which remains in contact with the bone surface as the user
effector penetrates the volume. A local surface is generated
in each haptic frame, to which the proxy is bound, and thus
the proxy can follow complex surfaces.

In [2], [5] and [6], the force sent to the haptic device is
calculated using the well-known Hooke’s law F = −kx for
a virtual spring connecting the user position to the proxy po-
sition, where x is user penetration distance and k is a spring
constant. This is in contrast with the non proxy-based algo-
rithm discussed in Section 3.1, in which output force varies
linearly with penetration volume into the immersed portion
of the virtual burr. It was found by comparison with real-
world force data that this volume approach provided more
accurate results, as shown in Section 4. In this improved
proxy-based algorithm, instead of using Hooke’s law, force
is varied as if there were a sphere penetrating the volume by
a distance equal to that between the proxy and user effector
thus mimicking the non proxy-based algorithm.

For a sphere intersecting a planar surface, the volume v
of the intersecting sector is

v =
π

3
h2(3r − h) (1)

where r is the radius of the sphere and h is the penetration
distance into the volume. Initially, output force was varied
according to Equation 1 and scaled down by a constant, a.
This constant may be varied to adjust the stiffness of a sur-
face. The radius r of the virtual sphere should be chosen to
be more than a few voxels. A larger r will simply scale up
the resultant force linearly.

To remove the simplification of a local surface being
planar, the output of Equation 1 must again be scaled by
the ratio

b =
intersectingvolume

sectorvolume
(2)

where intersectingvolume is the total volume of voxels
intersecting the proxy sphere, and sectorvolume is the vol-
ume of the proxy sphere which would have intersected the
object volume had the surface been planar. The total output
force in a given haptic frame is thus

F = a ∗ b ∗ π
3
h2(3r − h) (3)

When the user effector is in free space, proxy position
and user position are identical. When contact with the bone
is detected, the proxy position is then set and constrained to
the surface of the bone while the user effector penetrates the
volume. Local surface gradients are calculated by checking
a spherical volume around the proxy centre position equal
to the virtual drill burr volume. Each bone voxel found to
intersect the proxy sphere contributes a unit length vector
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Fig. 1. Proxy Movement

which is traced towards the centre of the proxy. These unit
vectors are summed and the result normalized to give the
local gradient vector.

In each haptic frame, the proxy moves along the surface
plane by an amount equal to the projection of the vector
between proxy and effector onto the surface plane. This is
illustrated in Figure 1. Since a new proxy surface is con-
structed in each frame, deformation of bone does not ad-
versely affect the algorithm.

When exploring concave surfaces using this algorithm,
the proxy will inevitably become immersed within the bone
volume thus causing algorithm failure. As haptic frames
are executed, the increasing number of proxy contact vox-
els can cause the bone to eventually consume the proxy, as
illustrated in Figure 2. This problem is also identified in
[2]. It is also possible that the proxy may ‘veer off’ a con-
vex surface thus losing contact with all voxels and resulting
in failure to calculate a local surface gradient.

To prevent the proxy from becoming immersed within
the volume, two zones are defined within the proxy sphere,
as illustrated in Figure 3. While contact with some surface
voxels is required to calculate a surface gradient, deep im-
mersion within the bone must be avoided. Zone A in Figure
3 is the permitted zone for contact voxels; zone B is the
prohibited zone. If the proxy reaches a particular position
which results in bone voxels in zone B then the algorithm
automatically adjusts the proxy position to empty zone B of
voxels. Conversely, if exploring a convex surface, the proxy
may veer off the surface thus losing contact with all bone
voxels, even though the user effector is still inside the vol-
ume. To prevent this, the proxy position is adjusted in each
frame to keep Zone B close to bone voxels so that there will
always be bone voxels in Zone A.

Surface friction is implemented in a manner similar to
[5].

Fig. 2. Proxy Immersion

Fig. 3. Proxy Zoning

4. EVALUATION AND RESULTS

Both algorithms were implemented on a temporal bone surgery
simulator using SensAble’s Open Haptics toolkit [10] and
a Phantom Omni device. This toolkit facilitates low-level
communication by directly sending forces and reading de-
vice position. Simulator visualization used a combination
of VTK and OpenGL. The simulation was run in Windows
XP on Intel Core Duo E8600 CPUs running at 3.33 GHz
Windows XP.

The online haptic data repository in [1] was used to
compare both haptic algorithms’ output with real-world force
data. For each haptic frame, a root-mean-squared method
was used for accuracy evaluation. The overall normalized
RMS error e is given as

e =
1
N

∑N
i=1 |Fri − Fai|
|Frimax|

(4)

where N is the number of force trajectory samples, Fri is
the real force at sample i, Fai is the algorithm’s output force
at sample i and Frimax is the magnitude of the maximum
real output force.
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Table 1. Algorithms’ Performance

Algorithm Improved Proxy Hooke Proxy Non Proxy
Normalized RMS Error (%) 9.96 13.08 9.90
Frame Time (ms) 0.376 0.374 0.135

Table 1 shows the results obtained for an input trajectory
of 4,000 samples. The accuracy of the improved proxy and
non-proxy based algorithms is comparable. Average execu-
tion times per haptic frame are also shown.

Fig. 4. Real World Forces (solid) vs. Non-Linear Force
Calculation (dashed) vs. Hooke’s Law Force Calculation
(dash-dot)

5. CONCLUSION AND FUTURE WORK

An improved proxy-based and a non-proxy based algorithm
were implemented and their performance was measured against
real-world force data with both achieving comparable ac-
curacy. The improved proxy-based haptic algorithm offers
the potential advantages of controlling material parameters
such as friction, stiffness, viscosity and penetrability as in
[5]. These properties are difficult to implement without
a proxy. When the non proxy-based algorithm was used
with the Phantom Omni, the maximum bone stiffness which
could be achieved without instability was poor, even when
employing averaging methods such as in [7] and multi-gain
methods such as in [1]. The improved proxy-based algo-
rithm achieves greater stiffness without instability. Another
advantage of using a proxy-based algorithm is that the pop-
through problem of non proxy-based algorithm is eliminated.
Future work will examine the effect of surface friction on
the accuracy of the proposed proxy-based algorithm. Also,
while the haptic evaluation method due to Morris et al is

useful for evaluating haptic algorithms exploring the surface
of an object, a method for comparing the haptic forces in-
volved when drilling bone to real-world data is still needed.
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Abstract—Unit selection is a data-driven approach to speech
synthesis that concatenates pieces of recorded speech from a
large database in order to create novel sentences. Many corpora
are available in the English language, including the Arctic
database [1], which allows a user to create small, reliable speech
synthesisers using only a small set of recorded sentences. Such
resources for minority languages are scarce however, despite their
increasing importance for the survival of such languages. This
paper describes the current research in creating efficient Irish
language corpora for speech synthesis. Corpus design techniques
are discussed, in particular, two methods of data reduction that
are applied to an aligned spoken corpus of Irish in order to
create smaller, more efficient speech corpora.

Index Terms: speech synthesis, corpus design, Arctic, Irish

I. INTRODUCTION

The unit selection method of speech synthesis is a data-
driven, concatenative technique that draws on a large database
of recorded speech, from which it can select speech segments
and join them together to create novel utterances. The content
of the speech database, or corpus, is vital to the performance of
the synthesiser on which it is built. Naturally it is impossible
to create a corpus that contains every speech sound in the
language in every context in which it can be spoken, however
the use of an overly large corpus will significantly slow down
the performance of the synthesiser. As a result there exists
a trade off between the quality and the performance of the
corpus with respect to size. The Arctic database for English
is an example of a corpus has been designed to address this
trade-off, and is intended to be as compact as possible, while
still containing the greatest diversity of linguistic units in a
variety of contexts. The benefit of such a corpus is that it
is freely available for download and can be used with the
open-source Festival Speech Synthesis System [2] to create a
personal speech synthesiser.

Despite the advances in speech technology, resources re-
main scarce for endangered minority languages that have
experienced a decline in the number of native speakers. Irish
is an example of such a language that has fallen further
behind in technology development due to the lack of resources
available and to the lack of commercial incentive. Since
speech technology has a crucial role to play in education
and accessibility, speakers of minority languages are becoming
particularly disadvantaged [3].

This study aims to address the scarcity of resources for
the Irish language by creating an Irish speech database that,
like the Arctic database, is recorded by a number of speakers

and freely available for download. This short paper outlines
the approach adopted in creating an Irish language speech
database and discusses two techniques1 for designing the
corpus and determining its content. The process begins with
a large amount of annotated sentences, of which a subset is
selected based on criteria that would deem certain sentences
more suitable than others for inclusion in the final corpus. The
first technique, as used to create the Arctic database, employs
a greedy algorithm [4] to select only the most phonetically
diverse sentences for the corpus, so that the greatest number of
contextually dependent speech units are found in the smallest
set of sentences. The second is a novel technique which
effectively removes over-represented and therefore redundant
units from the corpus, by determining which units get selected
more by the unit selection synthesiser, and removing all similar
ones that tend not to be chosen. Both methods result in a
smaller subset of sentences being chosen for the corpus. While
the first method is anticipated to select only linguistically
diverse sentences, the second method will contain the best
quality examples. Since the techniques will be carried out
on a recorded, annotated corpus, the better method can be
determined by comparing the coverage of each database and by
evaluating the synthetic speech output from synthesisers based
on the corpora. The techniques can then be used to reduce
large amounts of data to a smaller subset before recording. The
creation of small, efficient spoken Irish corpora will contribute
greatly to the growing demand for minority language speech
technology, in particular to the creation of Irish synthesisers.

II. APPROACH

Creating a corpus involves (i) selecting source material,
(ii) analysing the corpus to determine unit coverage statistics,
(iii) selecting the most phonetically varied sentences from the
source material, and (iv) recording a speaker, [5].

A. Gathering and analysing source material

Resesarch by the Phonetics and Speech Laboratory in
Trinity College Dublin has resulted in the creation of the
first Irish unit selection speech synthesiser, available to use
at http://www.abair.ie. The corpus of roughly 9,000 sentences
used to create this synthetic voice draws from internet news
sites and out-of-copyright works of fiction and is also used as
the source text for testing the two data reduction techniques to

1Currently being developed by Harald Berthelsen and Amelia Kelly264
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create small corpus subsets. Most of the text is specific to the
Gaoth Dobhair dialect of Irish, but in order to create a more
adaptable speech database, a core of dialect-neutral text should
be used as the basis set, and corpora of other Irish dialects can
be created by adding dialect-specific texts to the basis set. The
source material can then be analysed to get statistics on the
frequency of occurrence of linguistic units in order to compare
the linguistic unit coverage of the selected subsets.

B. Sentence selection techniques
1) The Greedy Algorithm: The greedy algorithm is an

iterative technique that allows the creation of smaller corpora
by choosing a subset of sentences from the basis set so that the
largest number of linguistic units in context are represented
in the smallest number of sentences. This is achieved by
first choosing a unit size by which to define linguistic unit
coverage. In this study, the base unit originally chosen was
the diphone, that is the measurement from the midpoint of
one phoneme to the midpoint of the adjacent one. At this
time, the criteria for whether a sentence gets included in the
subset depends on how phonetically varied the sentence is,
given by the distribution of phones, diphones and triphones
within the sentence. For example the word “cat” contains three
phones (/k/, /ae/ and /t/), four diphones (the transition from
silence the beginning of the word is given by /#-k/, followed
by /k-ae/, /ae-t/, and the transition back to silence /t-#/) and
three triphones (/#-k-ae/, /k-ae-t/ and /ae-t-#/). The algorithm
will iterate through the sentences and choose the one with
the most number of unique linguistic units, removing it from
the basis set to be stored as the first sentence of the corpus
subset. The algorithm will repeat this until a specified number
of sentences have been collected. The smallest corpus that
achieves maximum occurrence of these features is said to be
the one with the best linguistic unit coverage.

2) The Waste Disposal Method: The waste disposal method
does not focus on the linguistic variability within a sentence,
but instead removes sentences from the corpus if the units
in the sentence are satisfactorily represented elsewhere in the
database. A sentence can be deemed redundant, and therefore
removed from the basis set, if it can be synthesised using
units from the rest of the corpus and the synthesised version
is shown to be acoustically similar to the original recording.
This can be achieved by removing a sentence from the corpus,
and then attempting to synthesise that sentence using only
the sentences that remain in the database. The synthesised
version can be compared with the original recording using
acoustic distance measures (eg. Euclidean distance between
Mel-frequency cepstral coefficients (MFCC) vectors [6]) and
perceptual tests (like those conducted for the Blizzard Chal-
lenge2). If they are similar, it may then be concluded that the
sentence can be removed from the database without degrading
the quality of the synthesiser.

C. Experiment Design
The data reduction techniques outlined above are performed

on the basis set of 9000 Irish sentences. The greedy algorithm

2The Blizzard Challenge, http://festvox.org/blizzard/

technique is implemented to create corpora that vary in size
by increments of one hour, resulting in the creation of 8
corpora. The linguistic coverage is then ascertained for each
corpus subset in order to show how the coverage increases with
increasing corpus size. The most efficient corpus will be the
smallest sized one that has the maximum amount of coverage.
For the waste disposal method, just one corpus needs to be
created that has minimum unit redundancy. The unit coverage
for this corpus can then be compared with that chosen from
the greedy algorithm technique. Further comparison of the
methods can be carried out by recording a speaker reading
the prompt sets for each corpus and creating synthesisers out
of the resulting recorded speech databases. Evaluating the
synthesisers by designing perception test will provide further
information as to the merit of each data reduction technique.

III. CONCLUSION

The main focus of this research is to provide speech tech-
nology resources for the Irish language. The creation of small
freely-available corpora will allow the creation of efficient
and intelligible speech synthesisers, which are indispensable
for use as teaching and learning resources and accessibility
tools for the visually and vocally disabled. The size of the
speech database used for synthesis will determine its quality
and speed. In order to determine the most suitable database
in terms of size and content, two data reduction techniques
are described in which sentences can be selected from a large
body of data to form small corpora of maximum linguistic
coverage. Further comparisons can be made between the
methods by evaluating the quality of synthetic voices based
on the corpora. Further challenges involved in distributing
the recorded speech databases are selecting and recording
a speaker for each major dialect of Irish. By gathering a
core set of what can essentially be considered dialect-neutral
material, supplementing it with dialect-specific material, and
applying the data reduction techniques described above, we
hope to create freely-available Irish corpora, in keeping with
the growing need for minority language speech technology
resources.
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