
Essay 6

Artificial Darwinism:
The Very Idea!∗

Barry McMullin

Dublin City University,

Dublin, Ireland.

∗This is a severely abridged version of selected material first presented in my Ph.D. Thesis
(McMullin 1992e).

71



Artificial Darwinism Barry McMullin

Abstract

The realisation of artificial Darwinian evolution is
one conceivable—indeed, more or less obvious—
route toward the realisation of a growth of knowl-
edge (or “complexity”) in artificial systems. This
paper explores the current state of the art in achiev-
ing Artificial Darwinism, and the prospects for fur-
ther progress. In particular, I reassess the semi-
nal work of von Neumann on evolution in cellular
automata (von Neumann 1951; 1966a; 1966b). I
also review the Genetic Algorithm (Holland 1975),
and the VENUS (Rasmussen et al. 1990) and Tierra
(Ray 1992) systems. I attempt to relate this to the
work of Varela, and others, on the realisation of
autopoiesis in related (discrete, 2-dimensional, ho-
mogenous) spaces (Varela et al. 1974; Zeleny 1977;
Zelany & Pierre 1976), and I also revisit the Holland
α-universes (Holland 1976; McMullin 1992d). I sug-
gest that while both open-ended heredity (von Neu-
mann style “self-reproduction”) and spontaneous
autopoiesis have been separately demonstrated in
such systems, the combination of the two remains a
difficult outstanding problem. I conclude by outlin-
ing an avenue for further investigation.

6.1 Introduction

There is a very large literature already in existence
which bears on what I term Artificial Darwinism—
i.e. the possible realisation of Darwinian evolution
in artificial systems. Furthermore, work on this
topic has recently received a new impetus with the
(re?)emergence of the field now called Artificial Life
(Langton 1989a; Langton et al. 1992; Varela &
Bourgine 1992). The size and rapid growth of this
literature precludes any attempt at a comprehensive
survey or critique, and I do not pretend to provide
one. Instead, this paper will be concerned with a
selective review of work carried out by a small num-
ber of researchers. I shall concentrate particularly
on von Neumann’s seminal investigations, and I fol-
low this with a discussion of what seems to me to
be the most directly relevant subsequent work.

Von Neumann carried out his work in this area,
for the most part, in the period 1948–53. He pre-
sented his ideas in various lectures over that period,
and some limited discussion was also formally pub-
lished around the same time (von Neumann 1951;
Kemeny 1955). Von Neumann himself started work,
in 1952–53, on a major book in this area, tenta-
tively entitled The Theory of Automata: Construc-
tion, Reproduction, Homogeneity. However, he put
this aside in late 1953 and, as a result of his un-

timely death in 1957, he was never to return to it.
While the draft manuscript circulated fairly widely,
it was only through the efforts of A.W. Burks that
it was finally edited, completed, and posthumously
published, together with a series of related lectures
(also previously unpublished), under the general ti-
tle Theory of Self-Reproducing Automata (Burks
1966b).

I contend that von Neumann’s original work has
been, at best, incompletely understood; and that
the research programme which he proposed has
foundered. Thus, a primary purpose here is to at-
tempt a fresh evaluation and re-interpretation of
von Neumann’s work. In the light of this, I then
go on to comment critically on the subsequent de-
velopment of the field. My conclusion will be the
unsurprising one that the problem of realising Ar-
tificial Darwinism, at least in the strong sense in
which I am using that term, is extremely difficult;
that progress in this direction has been very lim-
ited; and that any conceivable alternative strategies
to realising this goal should be carefully explored.

6.2 Von Neumann’s
Theory of Automata

6.2.1 Von Neumann’s Problem (Pv)

Although it seems to have been von Neumann’s ul-
timate objective to formulate a single, comprehen-
sive, and completely general, “theory of automata”,
I take the view that that objective has certainly not
yet been achieved. Instead there exists a wide vari-
ety of more or less distinct “theories of automata”,
which are related in various ways, but which pre-
serve their own unique characteristics also; and in
what follows it will be necessary to consider at least
a selection of these distinct theories. I therefore in-
troduce some new terminology to facilitate this dis-
cussion.

I shall refer to some particular axiomatization
of (abstract) automata as defining an Automata-
System or A-system. Within the context of such a
particular A-system I shall refer to the entities which
are to be regarded as “automata” as A-machines.
The set of all A-machines (with respect to a partic-
ular A-system) will be called the A-set. The possible
“primitive” (irreducible) parts of an A-machine will
be called A-parts. In general it must be possible
to analyse the behaviour of any given A-machine in
terms of its being composed of a number of A-parts,
which are “legally” arranged or aggregated. I shall
refer to an arbitrary aggregate of A-parts as an A-
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structure.
Note that “A-structure” and “A-machine” are

not, in general, synonymous, though they are clearly
related. In fact, certain A-structures may not qual-
ify as A-machines at all; and certain, distinct, A-
structures may be regarded as instances of the
“same” A-machine (in different “A-states”)—i.e. an
A-machine might be defined as some kind of equiva-
lence class of A-structures. Indeed, it is conceivable
that we could have two A-systems which incorpo-
rate exactly the same A-parts, and thus have exactly
the same sets of A-structures, and yet which differ
radically in their definitions of what constitutes an
A-machine.

As well as this terminology specifically relating to
automata, I shall also make occasional use below of
a technical terminology regarding the abstract ideas
underlying Darwinian evolution in general. The lat-
ter terminology is detailed in (McMullin 1992a), and
I shall provide only a brief summary here.

Actors are individuals which reproduce, with
some degree of heritability. A Similarity-lineage
or S-lineage is a lineage of actors which includes,
at each generation, only those offspring which are
“similar” to their parent(s) in some specified way.
Distinct, heritable, “similarities” (similarity-classes
or S-classes) thus distinguish distinct S-lineages. In
the general case, any given actor may be a mem-
ber of many distinct S-lineages. In certain circum-
stances an S-lineage may grow consistently until lim-
ited by resource availability; and, in so doing, may
exclude or eliminate one or more other S-lineages.
This is S-lineage selection. S-value is a parameter
of an S-lineage such that differences in S-value are
predictive of the rate and ultimate outcome of se-
lection. S-value corresponds to one of the common
interpretations of “fitness” in evolutionary biology.

The birth of an actor with some heritable charac-
teristic not possessed by any of its parents is called
S-creation. S-creation initiates new S-lineages. If S-
creation is blind or unjustified (in the sense of Camp-
bell 1974a, 1974b) the actors are called Darwinian-
or D-actors. A lineage of D-actors, incorporating
multiple distinct S-lineages, whose evolution can be
usefully described in terms of selection events be-
tween those S-lineages, is called a D-lineage. A sys-
tem of D-actors, forming D-lineage(s), is called a
D-system.

Some further terminology will be introduced be-
low as the context demands. In particular, where
it is necessary to restrict the discussion to some
particular A-system, an appropriate subscript will
be added, thus: AX -system, AX -structure, AX -part
etc.

Von Neumann’s foundational problem in the the-
ory of automata, which I shall denote Pv, was to
formulate a particular A-system in such a way that
the following distinct conditions are satisfied:

1. There should not be too many different “kinds”
of A-part, nor should these be individually very
“complex”.

2. We require that some A-machines operate
(in at least some circumstances or “environ-
ments”) so as to acquire (somehow) further A-
parts, and assemble them into new A-machines.
A-machines of this sort will be called A-
constructors. In general, we do not expect that
all A-machines will be A-constructors, so that
the set of A-constructors will be a proper subset
of the A-set.

3. We require that some of the A-constructors
be capable of constructing offspring which are
“identical” to themselves.1 We shall call these
A-reproducers. A-reproducers may also, of
course, be capable of constructing A-machines
quite different from themselves. In general,
we do not expect all A-constructors to be A-
reproducers, so that the set of A-reproducers
will be a proper subset of the set of A-
constructors.

4. We require that there should exist some mech-
anism(s) whereby an A-machine can “spon-
taneously” change into a different, distinct,
A-machine; these changes will be called A-
mutations. We require that A-mutations should
not occur so often as to corrupt the “normal”
behaviour of A-machines.

5. In general, the A-machines almost necessarily
form a connected set (in the technical, graph-
theoretical, sense) under A-mutation, but this
is not important in itself; the important point
is that, in principle, proper subsets of the A-set
(such as the set of all A-reproducers) may or
may not be connected under A-mutation. With
this understanding, we require that there must
exist at least one set of A-machines which is

1Note that this does not involve an infeasibly strong notion
of “identity” between parent and offspring, but requires only
“similarity” to the extent of having all the “same” A-parts
in the “same” configuration. These will be formal relation-
ships between formal entities, which can be effectively tested
for identity; in itself this says nothing about the capabilities
of real, physical, systems. In the terminology of (McMullin
1992a), it can be roughly regarded as a formalisation of the
possibility of the preservation of S-class in S-descent. Com-
pare also the discussion in (McMullin 1992c, pp. 15–16).

73



Artificial Darwinism Barry McMullin

connected under A-mutation, whose elements
are all A-reproducers, and which includes ele-
ments having a “wide” (preferably “infinite”)
range of A-complexity (or A-knowledge—I shall
use the terms interchangeably here). This no-
tion of A-complexity or A-knowledge is neces-
sarily informal, but I shall interpret it roughly
as the ability of an A-machine to predict some
relevant aspects of the behaviour of its world,
and to effectively exploit these predictions in
conditioning its interactions with that world
(for more detailed discussions, see McMullin
1992b, pp. 5–7, and McMullin 1992e, Chap-
ter 3). The general idea of connectivity under
some kind of mutational relationship is closely
related to what Kauffman (1990) has called
“evolvability”; essentially the same issue has
also been previously discussed (in a specifically
biological context) by Maynard Smith (1970).

Taken together, these at least approximate to a
minimum set of necessary conditions for the growth
of automata complexity (if such growth is to oc-
cur spontaneously, by Darwinian evolution). More
specifically, we must have A-constructors which can
at least maintain A-complexity (A-reproducers be-
ing a special case of this), for S-actors have this
property, and only S-actors can give rise to S-
lineage selection; and we must have some mech-
anism, over and above this, corresponding to S-
creation, whereby A-complexity may actually in-
crease (McMullin 1992a).

This is, of course, precisely the rationale for for-
mulating this particular set of conditions; but I reit-
erate that, even if all these conditions can be satis-
fied, they are not sufficient for the growth of A-
complexity. This point will be returned to sub-
sequently. For the moment, we note that, prima
facie, it is not at all clear that the conditions al-
ready identified can be satisfied, even in principle—
i.e. that any A-system satisfying these conditions
exists. Von Neumann put the issue this way:

Everyone knows that a machine tool is
more complicated than the elements which
can be made with it, and that, gener-
ally speaking, an automaton A, which can
make an automaton B, must contain a
complete description of B and also rules on
how to behave while effecting the synthesis.
So, one gets a very strong impression that
complication, or productive potentiality in
an organization, is degenerative, that an
organization which synthesizes something
is necessarily more complicated, of a higher

order, than the organization it synthesizes.

von Neumann (1966a, p. 79)

If this were really so it would represent, at the very
least, a severe difficulty for the continued application
of reductionist, or mechanistic, theories in biology.
It is evidently an issue of considerable and profound
importance.

So, the question becomes: can we actually exhibit
an A-system which demonstrably does meet all the
conditions stated above?

Von Neumann’s crucial insight was to recognise
that there is a way whereby this can be done (at
least in principle), and done relatively easily at that.
I shall outline his argument in the following sections;
but I must stress, in advance, that von Neumann
does not claim that the biological world necessarily
or exactly conforms to the particular axiomatiza-
tions, or architectural organisations, which he de-
scribes. That is, von Neumann does not claim that
his solution to Pv is, in any sense, unique; rather,
his demonstration must be regarded only as a proof
of the principle that a solution is possible at all, and
thus as leaving open the possibility of some valid,
strictly reductionist (A-systematic), theory of the
biological world—even if its detailed mechanisms are
found to be different, perhaps even radically differ-
ent, from von Neumann’s example.

6.2.2 Alan Turing: the AT -system

Von Neumann’s attempted solution to Pv was heav-
ily, and explicitly, influenced by Turing’s formula-
tion and analysis of a certain formalised class of
“computing machines” (Turing 1936). However, the
relationship between these analyses of von Neumann
and Turing can be easily misunderstood, and will
therefore require careful examination.

Turing’s analysis had the following general struc-
ture. He first introduced a basic formalization of the
notion of a computing machine. In my terms, this
corresponds to the definition of a (more or less) spe-
cific A-system. I shall distinguish references to this
with a subscript T , thus: AT -system, AT -machine
etc. What I term an AT -machine is, of course, what
is more commonly referred to as a Turing Machine
(e.g. Minsky 1967; Lewis & Papadimitriou 1981).

One of Turing’s major results was that, in a per-
fectly definite sense, certain particular AT -machines
can be so configured that they can simulate the
(computational) operations of any AT -machine—
and can thus, in a definite sense, realise the same
“computation” as any AT -machine. Turing called
any AT -machine having this property a universal
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(computing) machine. Von Neumann referred to
this same property as “logical universality” (von
Neumann 1966b, p. 92). It should be clear that
this concept (though not, of course, any particular
automaton) can be generalised across any A-system
which supports some notion of “computing automa-
ton”, in the following way. Call any “computation”
which can be carried out by some A-machine an A-
computation; then, a “universal logical (computa-
tional) machine”, which I shall term simply a ULM,
is a single A-machine which, when suitably “config-
ured”, can carry out any A-computation.

Note carefully that (so far, at least), there is no
claim about any relationship which might exist be-
tween A-computations (and thus ULMs) in different
A-systems. The ULM concept is well defined only
relative to a particular A-system (and especially the
particular notion of A-computation incorporated in
that A-system).

We may restate Turing’s claim then as a specific
claim for the existence of at least one ULM within
the AT -system—i.e. the existence of a ULMT .
Again, what I call a ULMT is now most commonly
referred to as a Universal Turing Machine (Min-
sky 1967; Lewis & Papadimitriou 1981). An essen-
tial concept in Turing’s formulation of his ULMT

is that its operations are “programmed” by a list
of “instructions” and that, as long as a fairly small
basis set of instructions are supported, it is possible
to completely describe the computational behaviour
of an arbitrary AT -machine in terms of a finite se-
quence of such instructions. That is, a ULMT is
made to simulate the computations of any arbitrary
AT -machine simply by providing it with an appro-
priately coded description of that machine.

Note that, in itself, Turing’s claim for the exis-
tence of at least one ULMT is entirely neutral as
to whether ULM’s can or do exist in any other A-
system, or, more generally, whether “computing ma-
chines” in general share any interesting properties
across different A-systems. These are important is-
sues, which were central to the problem which Tur-
ing was attempting to solve. However, although
von Neumann was, in some sense, inspired by Tur-
ing’s work on the AT -system, his problem was en-
tirely different from Turing’s problem; and, as a re-
sult, I claim that these issues were more or less ir-
relevant to von Neumann’s work.

6.2.3 On “Universal” Construction

Turing formulated the AT -machines specifically as
computing machines; the things which they can
manipulate or operate upon are not at all the

same kinds of things as they are made of. No
AT -machine can meaningfully be said to con-
struct other AT -machine(s)—there are no such
things as AT -constructors or, more particularly,
AT -reproducers.

Von Neumann’s basic idea was to generalise
Turing’s analysis by considering abstract machines
which could operate on, or manipulate, things of the
“same sort” as those of which they are themselves
constructed. He saw that, by generalising Turing’s
analysis in this way, it would be possible to solve Pv
in a very definite, and rather elegant, way.

In fact, von Neumann considered a number of dis-
tinct A-systems, which are not “equivalent” in any
general way, and which were not always completely
formalised in any case. However, a key thread run-
ning throughout all this work was to introduce some-
thing roughly analogous to the general concept of a
ULM, but defined relative to some notion of “con-
struction” rather than “computation”.

Von Neumann’s new concept refers to a particu-
lar kind of A-machine which he called a universal
constructor ; I shall refer to this as a “universal con-
structing machine”, or UCM.

The analogy between the ULM and UCM con-
cepts is precisely as follows. Like a ULM, the be-
haviour of a UCM can be “programmed”, in a rather
general way, via a list of “instructions”. In particu-
lar, these instructions may provide, in a suitably en-
coded form, a description of some A-machine; and
in that case, the effect of “programming” the UCM
with that description will be to cause it to construct
the described A-machine (assuming some suitable
“environmental” conditions: I shall have more to
say about this requirement later).

Thus, just as a ULM can “simulate the computa-
tion of” any A-machine (when once furnished with
a description of it), so a UCM should be able to
“construct” any A-machine (again, when once fur-
nished with a description of it, and, of course, always
working within a particular axiomatization of “A-
machine”, which is to say a particular A-system).

We may trivially note that since there do not exist
any AT -constructors at all, there certainly does not
exist a UCMT , i.e. a UCM within the AT -system.

I emphasise strongly my view that it was pre-
cisely, and solely, the spanning of all A-machines
in a particular A-system that mandated Turing’s
original usage of the word “universal” (in “univer-
sal machine”, or ULMT in my terms), and which
also mandated von Neumann’s analogous usage (in
“universal constructor”, or UCM in my terms). The
characteristic operations of the two kinds of ma-
chine (computation and construction, respectively)
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are quite different.
In Turing’s original paper (Turing 1936) he ar-

gued, inter alia, that there exists a ULMT , in
the sense already described—a single AT -machine
which can simulate (the computations of) any
AT -machine. This is a technical, formal, result—a
theorem in short—which Turing proved by actually
exhibiting an example of a specific AT -machine hav-
ing this property. We shall see that von Neumann
sought to achieve an essentially analogous, perfectly
formal, result for a UCM—i.e. to prove the existence
of such things, at least within some “reasonable” A-
system, and to do so by precisely paralleling Tur-
ing’s procedure, which is to say by actually exhibit-
ing one. At this level, the analogy between these
two developments is very strong and direct, and the
word “universal” has a clearly related implication
in both “UCM” and “ULM” within their respective
domains.

However, a problem arises because the “universal”
in “ULM” actually admits of three (or perhaps even
five, depending how they are counted!) quite dis-
tinctive interpretations or connotations—only one
of which is the one described above as being legiti-
mately preserved in von Neumann’s intended anal-
ogy. If one mistakenly supposes that any of the other
connotations should be preserved (as well as, or in-
stead of, the correct one) then the result can be
serious confusion, if not outright error.

I have provided a properly detailed and exhaus-
tive account of this issue elsewhere (McMullin 1992e,
Section 4.2.4). In particular, I attempt to detail the
negative influence of this confusion, after von Neu-
mann himself put the work aside. But to repeat
that detailed discussion here would take me too far
afield. For my present purposes, it is sufficient to
summarise my claims as follows:

• Von Neumann introduced the notion of a UCM,
by analogy with Turing’s ULMT , as a particular
kind of A-machine which could, when suitably
programmed, construct any A-machine.

• This notion only becomes precise in the context
of a particular axiomatization of A-machines,
i.e. a particular A-system (and A-set).

• The UCM concept, as originally formulated by
von Neumann, does not inherently involve any
comment about the “computational” powers ei-
ther of itself or of its offspring, and does not in-
volve or imply any “natural” generalisation of
the Church-Turing Thesis.

6.2.4 von Neumann’s Solution

6.2.4.1 The Kinematic Model

A complete discussion of automata can
be obtained only by . . . considering au-
tomata which can have outputs something
like themselves. Now, one has to be care-
ful what one means by this. There is no
question of producing matter out of noth-
ing. Rather, one imagines automata which
can modify objects similar to themselves,
or effect syntheses by picking up parts and
putting them together, or take synthesized
entities apart. In order to discuss these
things, one has to imagine a formal set-up
like this. Draw up a list of unambiguously
defined elementary parts. Imagine that
there is a practically unlimited supply of
these parts floating around in a large con-
tainer. One can then imagine an automa-
ton functioning in the following manner:
It also is floating around in this medium;
its essential activity is to pick up parts
and put them together, or, if aggregates
of parts are found, to take them apart.

von Neumann (1966a, p. 75)

Von Neumann’s initial, informal, attempted solu-
tion to Pv was first presented in a series of lectures
given to a small audience at the Princeton Insti-
tute for Advanced Studies, in June 1948; no formal
record of these lectures survives, but Burks recon-
structed much of the detailed exposition from notes
and memories of the audience (Burks 1966b, p. 81).
Von Neumann himself recounted the ideas, though
in somewhat less detail, at the Hixon symposium in
September 1948 (von Neumann 1951), and during
his lectures at the University of Illinois in December
of the following year (von Neumann 1966a). These
presentations were all based on what came to be
called his kinematic model.

This model involved something of the order of
8–15 distinct, primitive, A-parts, visualised as me-
chanical components freely floating in a two or three
dimensional Euclidean space. These included ba-
sic structural elements (“rigid members” or “gird-
ers”), effectors (“muscles”, “fusing” and “cutting”
organs), and elements to realise general purpose sig-
nal processing (“stimulus”, “coincidence”, and “in-
hibitory” organs). Sensors could be indirectly re-
alised by certain configurations of the signal pro-
cessing elements. Roughly speaking, any more or
less arbitrary, finite, aggregation of these primitive
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parts, mechanically attached to each other, would
then qualify as an A-machine in this system.

In this basic model von Neumann intended to
disregard all the detailed problems of mechanics
proper—force, acceleration, energy etc.—and re-
strict attention to essentially geometrical-kinematic
questions; which is why Burks introduced the term
kinematic to identify this kind of model (Burks
1966b, p. 82).

The kinematic model was never formalised in de-
tail; indeed, to do so would involve overcoming quite
formidable obstacles. However, even in a very in-
formal presentation, the model does provide an in-
tuitive picture supporting the arguments von Neu-
mann wished to present. I shall more or less follow
von Neumann in this. Thus, the following discussion
of von Neumann’s solution to Pv is actually phrased
in completely abstract terms, with no explicit re-
liance on the kinematic (or any other) model; but
it may nonetheless help the reader’s intuitive under-
standing to imagine, in the first place at least, that
its terms are interpreted relative to the kinematic
model.

Also following von Neumann (though perhaps
rather more so than he), I adopt a certain amount
of mathematical, or quasi-mathematical, notation
here. This should not be taken too seriously; it
is essentially a shorthand device, intended only to
render certain elements of the argument as clearly
and concisely as possible. There is no question that
I provide anything which could be regarded as a
proof, in a formal, mathematical, sense—the nota-
tion notwithstanding.

6.2.4.2 Some Notation

Denote the (“universal”) set of all A-machines in
some particular A-system by M .

In general, the “combination” or “composition”
of A-machines (primitive A-parts, or otherwise) will
be denoted by the symbol ⊕. That is, if m1 and
m2 are two A-machines, then (m1 ⊕ m2) will de-
note a single A-machine consisting of m1 and m2

“attached” to each other. For the purposes of this
outline, it will be assumed that such compositions
are always well-defined, in the sense that, for ar-
bitrary m1,m2 ∈ M , there will exist some unique
m3 ∈ M such that (m1 ⊕ m2) = m3. The precise
nature or mechanism of such “attachments” might,
in general, be ambiguous; but I shall assume that
that extra complication can be overcome in any par-
ticular A-system.

Constructional processes in the A-system will be
denoted by the symbol; ; that is, if an A-machine
m1 constructs another A-machinem2, separate from

itself, then this will be written m1 ; m2. Thus,
in particular, if some m ∈ M is an A-reproducer,
it must be the case that, under “suitable” circum-
stances, m; m.

We require that the A-system should support the
existence of a certain special class of A-machine,
which can function as “data storage” devices. These
will be termed A-tapes. The set of all A-tapes will be
denoted T . T will, of course, be a proper subset of
M . It is an essential, if implicit, property of A-tapes
that they are, in some sense, static; an A-tape may
potentially be transformed into another, different,
A-tape (or, if one prefers, the “content” of a “sin-
gle” A-tape may be altered to a different “value”),
but only through the action of some other, attached,
A-machine (which is not, in turn, an A-tape).

Suppose that a particular UCM, denoted u0, can
be exhibited in this A-system (i.e. u0 ∈ M), where
“programming” of u0 consists in the composition
of u0 with some A-tape. The A-tape is thus inter-
preted as encoding a formal description of some A-
machine, in some suitable manner (“understood” by
u0). Any A-tape which validly encodes a description
of some A-machine (relative to u0) will be called an
A-descriptor. We require (from our assertion that
u0 is a UCM) that ∀ m ∈ M there must exist at
least one element of T which validly describes m.
Thus we can define a function, denoted d() (read:
“the A-descriptor of”) as follows:

d : M → T
m 7→ d(m) s.t. (u0 ⊕ d(m)); m

That is, u0 composed with (any) d(m) will con-
struct (an instance of) m.

We assume that the behaviour of u0 is such that,
when any (u0 ⊕ d(m)) completes its constructional
process, it will be essentially unchanged (will revert
to its original “state”); which is to say that it will
then proceed to construct another instance of m,
and so on.2

The set of A-descriptors is clearly a subset of the
set of A-tapes, T ; it may, or may not, be a proper
subset.3 In fact, we do not (for the moment) re-
quire any one-to-one correspondence (for example)
between the A-descriptors and A-tapes; which is to

2I note, in passing that, on the contrary, von Neumann
originally assumed that the attached A-descriptor would be
“consumed” or destroyed when processed by a UCM. How-
ever, it turns out that this has no essential significance; it
also complicates the subsequent development, and obscures
the biological interpretation of von Neumann’s ideas. Indeed,
von Neumann himself subsequently adopted (in his cellular
model) the convention I have adopted here from the first.

3That is, it is not clear whether, in the definition given of
d(), T should be technically regarded as its range, or merely
a sufficiently inclusive target.
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say that while every A-descriptor will be an A-tape,
the converse will not necessarily hold. In particu-
lar, some A-tapes may not validly describe any A-
machine. The composition of such an A-tape with
u0 is still well-defined (i.e. is some particular A-
machine) of course, but we say nothing in particular
about the behaviour of such a composition.

6.2.4.3 The Core Argument

The UCM u0 is, of course, introduced as a tool for
the solution of Pv; but, to anticipate somewhat, it
will turn out that u0 does not (directly) solve Pv.
Instead, we shall see that the existence of u0 “al-
most” solves it, or, at least, it solves certain as-
pects of it. Nonetheless, this “near” solution is the
very heart of von Neumann’s argument. Its defi-
ciencies are relatively minor and can, as von Neu-
mann demonstrated, be relatively easily corrected;
but these corrections will make no sense at all until
the basic underlying argument—the “near” solution
of Pv—is clearly understood. It is the underlying
argument that will be elaborated in this section.

Recall that, by definition, u0 can construct any
A-machine; therefore, it can construct (an instance
of) u0 itself, when once provided with the relevant
A-descriptor, namely d(u0). Thus, it seems that
any UCM should more or less directly yield an A-
reproducer, simply by programming it with its own
description. I hasten to add that the logic here is
actually mistaken, and it is as a consequence of this
that u0 will only “almost” solve Pv; but we shall
ignore this for the time being.

Now this result (that u0 directly implies the exis-
tence of a particular A-reproducer) is, in itself, al-
most entirely without interest: for the point is not
to exhibit self-reproduction as such, but rather to
exhibit the possibility of a spontaneous growth in A-
complexity (by Darwinian means). The existence of
at least one design for an A-reproducer is certainly a
necessary precondition for any solution of this prob-
lem; but what we really need is the existence of
a set of distinct A-reproducers, spanning a diverse
(preferably “infinite”) range of A-complexity; which
set must also be connected under some reasonable
definition of A-mutation. u0 on its own does not
yield this.4

4To put the same point conversely: if we were merely inter-
ested in self-reproduction “as a problem in itself” (of course,
we are not!) then any A-reproducer at all would do, and the
introduction of u0 would be unmotivated, if not positively
counterproductive; it is plausible (I might even say likely)
that there are far easier ways to design a single A-reproducer
than by trying to base it on anything as sophisticated as a
UCM!

However, it turns out (and this is one of von Neu-
mann’s crucial insights) that the argument for u0

giving rise to a single A-reproducer could (if it were
valid) be immediately extended, in the following
manner.

Let X be the set of all A-machines having the
property that any x ∈ X can be composed with
u0 without “interfering” with the basic operation of
the latter. That is, given any A-machine of the form
(u0⊕x), it will still be possible to compose this with
any A-descriptor and the effect will be that the com-
posite A-machine will still be able to construct the
described A-machine; more concisely, we assume, or
require, X to be such that:

∀ m ∈M,
∀ x ∈ X,

((u0 ⊕ x)⊕ d(m)); m

Any composite A-machine (u0⊕x) may, of course,
be capable of doing other things as well. In particu-
lar, we assume that it can do essentially any of the
things which the “isolated” A-machine x was able
to do. This is a roundabout way of saying that we
assume that the A-complexity of any composite A-
machine of the form (u0 ⊕ x) is at least as great
as either u0 or x taken separately (whichever of the
latter two A-complexities is the greater).

We make one further, critical, assumption about
the set X : we require that it include elements span-
ning a “wide” (preferably “infinite”) range of A-
complexity. This is, strictly, a new and independent
assumption. However, we may hope that it will not
be too difficult to satisfy, assuming that the set M
satisfied such a condition in the first place—which
presumably it will, provided we choose our axioma-
tisation “reasonably”. That is, while we do not ex-
pect to have X = M as such, we can reasonably
suppose that if M itself offers a very large set of A-
machines having a very wide variety of behaviours
(A-complexity) then there should “surely” be a sub-
set, still spanning a wide variety of behaviours, but
whose elements do not interfere with the behaviour
of u0.

Now, by hypothesis, every A-machine of the form
(u0 ⊕ x) can still, by being suitably programmed,
construct any arbitrary A-machine. That is to say,
we have gone from having a single UCM u0, to
having a whole family or set of “related” UCMs
(“related” in the sense of having the same “basic”
UCM, u0, embedded within them—which means,
inter alia, that they all process the same descrip-
tion language, or are all compatible with the same
set of A-descriptors). I shall denote this set of re-
lated UCMs by U :
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U = {(u0 ⊕ x)|x ∈ X}

As a special case I stipulate that u0 itself is also
a member of U .

Now the elements of U are not themselves A-
reproducers; but since every element is a UCM in
its own right then, if the original argument applied
to u0 were valid (and we shall return to this issue
shortly), every element of U implies or gives rise to
a distinct A-reproducer merely by programming it
with its own description.

Thus, corresponding to every x ∈ X there exists
a (putative) A-reproducer which effectively contains
x as a (functional) subsystem (and is therefore, pre-
sumably, to be considered at least as A-complex as
x). Which is to imply that the existence of u0 does
not merely yield a single (putative) A-reproducer;
instead, with the addition of some more or less in-
nocuous additional assumptions (i.e. those relating
to the existence and properties of the A-machines
making up the set X) u0 implies the existence of a
whole set of A-reproducers, spanning the requisite
range of A-complexities.

With this observation we are now very close to a
solution of Pv. But a question still remains as to the
relationships between these A-reproducers under A-
mutation: that is, have we any basis for claiming
that this set of A-reproducers, anchored on u0, will
be connected under any plausible interpretation of
A-mutation?

Well, note that any of these A-reproducers can be
effectively transformed into any other simply by ap-
propriate change(s) to the A-tape. In more detail,
if we regard A-mutation as including the possibil-
ity of a spontaneous change in the A-tape, chang-
ing it from being an A-descriptor of any one A-
reproducer (based on some u1 ∈ U) to being an
A-descriptor of some other A-reproducer (based on
some u2 ∈ U), then the future offspring of the af-
fected A-reproducer will incorporate (instances of)
u2 instead of u1, and will then reproduce as such.
As a general principle, it would seem that any A-
mutation to the A-tape which did not affect the con-
struction of the embedded (instance of) u0 in the off-
spring (i.e. any A-mutation not affecting the d(u0)
“section” of the A-descriptor) would be at least a
candidate for this. So it seems at least “plausible”,
that the set of A-reproducers, anchored on u0, might
indeed be connected under some relatively simple
notion of A-mutation applied to the A-tapes.

Strictly, it must be carefully recognised that this
last claim does involve some assumption about the
encoding of A-machine descriptions which is “un-

derstood” by the particular UCM, u0 (and thus
by all the UCMs in U). So far, I have said that,
for every A-machine, there exists at least one A-
descriptor which describes it (relative to u0); but I
have not said how “dense” this set of A-descriptors is
within the set of all A-tapes; nor, more particularly,
have I said how dense is the subset of A-descriptors
which validly describe the elements of the set of A-
reproducers anchored on u0. Specifically, one can
imagine encodings which would be very “sparse”—
i.e. such that “most” A-tapes are not A-descriptors
of any such A-reproducer, and, therefore, such that
an A-mutation of an A-descriptor, defined as af-
fecting only a single A-part, would be unlikely to
yield an A-descriptor of any other A-reproducer, but
would rather yield some kind of more or less “non-
sensical” A-tape. However, one can equally imagine
encodings which are dense in this same sense. For
the time being at least, we are thus free to assume,
or stipulate, that the encoding in use is of just this
sort. Like all our other assumptions (pre-eminently
the existence of u0 itself) this can ultimately be de-
fended only by showing that it can be satisfied in
some particular A-system.

At this point then we have, based essentially on
the assumed existence of a UCM u0, a tentative
schema for the solution of Pv. It must be emphasised
that this schema depends critically on the construc-
tion universality of u0. It would not, for example,
be possible to formulate a similar schema based on
any arbitrary A-reproducer, of unspecified internal
structure—for such an arbitrary A-reproducer could
not generalise to a set of A-reproducers of essen-
tially unlimited (within the scope of the A-system it-
self) A-complexities; nor could such an arbitrary A-
reproducer offer any systematic form of A-mutation
which could be expected to connect it with other
A-reproducers.5

It is thus clear, once again, that the problem Pv is
utterly different from the (pseudo-)problem of self-
reproduction “in itself”; for whereas the UCM con-

5This is perhaps a more subtle point than can be properly
done justice to here. The critical thing is that by thinking
of A-mutation as occurring in the space of A-descriptors—
which involves an essentially arbitrary encoding of the A-
machines—we can quite reasonably require that the encoding
be designed to be just such that the images (A-descriptors)
of our putative A-reproducers should be as close as we like
to each other in this space, thus (indirectly, via construc-
tion) yielding the necessary A-mutational connectivity of the
A-reproducers themselves. But no such assumption of con-
nectivity could be justified if we think of the A-mutations as
affecting some essentially arbitrary set of A-reproducers in
general , for we then have no basis for supposing they are,
or can be made to be, “close” to each other in any relevant
space. See the further discussion of this point in section 6.3.2
below.
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cept is seen (for the time being at least) as central to
the solution of Pv, its introduction would be gratu-
itous, if not unintelligible, if one thought the prob-
lem at hand were merely that of self-reproduction.

This completes the presentation of von Neu-
mann’s core argument; we must now turn to crit-
icism and elaboration of it.

6.2.4.4 A Minor Blemish(?)

I pause to identify and correct a logical error in the
core argument thus far presented. I should empha-
sise that von Neumann himself presented his theory
only in its final, corrected, form. I have chosen to
present it first in a (slightly) mistaken form because
I think this can help to clarify the relative impor-
tance and significance of the various elements of the
argument.

I refer to the error merely as a “minor blemish”
because an essentially minor modification of the ar-
gument can correct it; but I do not mean by this
to imply that it was “easy” to correct in the first
instance. Even though the required modification ul-
timately proves to be minor, it arguably required
a remarkable insight on von Neumann’s part to see
that a correction was possible at all, never mind ac-
tually formulating such a correction. I admit all this.
But I want to emphasise that, in my view, von Neu-
mann’s central achievement is already contained in
what I have called the core argument—compared
to which the technical correction introduced in this
section, though strictly necessary of course, is a very
minor matter indeed. I point this out because at
least some commentators seem to have supposed, on
the contrary, that the mere “trick” to be introduced
here was of the essence of von Neumann’s analysis—
see, especially, Langton’s discussion (Langton 1984,
pp. 136–137), and, to a lesser extent, Arbib (1969,
pp. 350–351).

The logical error is this: in the original devel-
opment, it was stated, or assumed, that, given an
arbitrary UCM u, then there will exist a corre-
sponding A-reproducer, consisting simply of u pro-
grammed with its own A-descriptor—i.e. the A-
machine (u⊕ d(u)). This is simply false.

What we actually have here is:

(u⊕ d(u)); u

whereas, what we would strictly require for self-
reproduction would be something like:

(u⊕ d(u)); (u⊕ d(u))

which is clearly not the case.

In words, the A-machine (u ⊕ d(u)) constructs,
not another instance of itself, but an instance of
the “naked” A-machine u, with no A-tape attached.
This is clearly not self-reproduction. This flaw ap-
plies, of course, to u0 itself, but equally to all the
other elements of the set U . None of them imply
the existence of an A-reproducer, in the manner in-
dicated; which is to say that none of the original, pu-
tative, A-reproducers are actually self-reproducing,
and the proposed schema for solving Pv fails utterly.

We are now ready to consider von Neumann’s
mechanism for getting around these difficulties.
Von Neumann presented this (within the kinetic
model) essentially in terms of a modification of the
UCM u0, while leaving the formal description lan-
guage more or less unchanged. For reasons which
should become quickly apparent, I shall refer to this
new modified kind of A-machine as a “Universal Ge-
netic Machine” or UGM, though these are not terms
which von Neumann himself ever used. I note that
the UGM is (or, at least, can be) defined not as
something different from a UCM, but as a special
kind of UCM—a UCM subject to a certain con-
straint, to be explained below, on the description
language which it supports. This roughly underlies
Burks’ (1966a, pp. 294–295) development (or “com-
pletion”) of von Neumann’s ideas and explains why
both Burks (1970b, p. xi) and Arbib (1969, Chap-
ter 10), for example, can use the term “universal
constructor” synonymously for the two kinds of A-
machine I distinguish as UCMs and UGMs.

Although von Neumann originally introduced the
UGM as, literally, a modification of a UCM, nothing
crucial hangs on this procedure. That is, it may, or
may not, be the case, in a particular A-system, that
if a UCM exists at all, it can be “easily” modified
to yield a UGM. So, technically, rather than relying
on any such implication, I now simply strengthen
the original requirement that our A-system support
“some” UCM, and demand instead that it specifi-
cally support a UGM as such. So: we suppose that
our UCM u0, of the previous sections, is now con-
strained to be, in fact, a UGM.

Since u0 is still a UCM we know that, given any
A-machinem ∈M , there must exist an A-descriptor
d(m) which would cause u0 to construct (an instance
of) m. However, we will make at most informal or
heuristic use of this property. The important prop-
erty of u0 is the constraint on its description lan-
guage which is introduced by virtue of its being a
UGM, and this is as follows. Given any A-machine
m ∈ M , there must exist some A-descriptor d′(m)
which would cause u0 to construct (an instance of)
(m ⊕ d′(m)). More formally, we are declaring the
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existence of a function, denoted d′() (read: “the
dashed A-descriptor of”) with the following defini-
tion:

d′ : M → T
m 7→ d′(m) s.t.

(u0 ⊕ d′(m)); (m⊕ d′(m))

Before showing how this property can resolve the
difficulty with achieving self-reproduction, we need
to provide some argument to suggest that such a
property might actually be realisable. Informally,
the idea is that each d′(m) can contain, embedded
within it, the A-descriptor d(m); faced with d′(m),
u0 first identifies this embedded A-descriptor d(m)
and decodes it, “as usual”, to construct the de-
scribed A-machine; but u0 then goes on to construct
a copy of the complete A-descriptor d′(m), and at-
tach it to the offspring A-machine m. The d′(m)
A-descriptors can thus simply be the original d(m)
descriptors with some kind of qualifier or flag added
to indicate that this extra copying step should be
carried out.

Another way of looking at this is that u0 now, as
it were, supports two different formal languages: the
original one (which can still be freely designed to sat-
isfy any particular requirements we like—such as en-
suring that the A-descriptors of certain A-machines
will be A-mutationally “close”to each other); and a
new, impoverished language, which can code only
for A-tapes, and which uses the simple coding that
every A-tape is its own A-descriptor. By alternately
interpreting an attached A-tape in these two differ-
ent ways (whenever the A-tape is flagged to indi-
cate that this is desired), u0 can ensure that, for
every m ∈M there will correspond an A-descriptor,
d′(m), describing precisely the composite A-machine
(m⊕ d′(m)).

Now, given this property of u0, we can directly
identify a corresponding A-reproducer—not by pro-
gramming it with its A-descriptor d(u0), but by pro-
gramming it with its dashed A-descriptor d′(u0). By
definition, this is the A-descriptor of u0 ⊕ d′(u0).
That is:

(u0 ⊕ d′(u0)); (u0 ⊕ d′(u0))

and, at last, we have genuine self-reproduction.
The rest of the core argument can now be com-

pletely rehabilitated; assuming that all the A-
machines x ∈ X still have the property of not in-
terfering with the basic operation of u0 (when com-
posed with it) we can say that all the machines
u ∈ U will be, not merely UCMs, but UGMs. Just
as with u0 then, each u ∈ U will give rise to a cor-
responding A-reproducer by programming it with

the A-descriptor d′(u). The complete core argument
can then go through, yielding a now valid solution
schema for Pv.

6.2.4.5 Loose Ends(?)

I have deliberately termed what has so far been
achieved a solution schema for Pv, rather than a
solution proper. It suggests, in outline, a method
whereby we might establish that an A-system satis-
fies the requirements set out in the statement of Pv:
but it does not, in itself, identify any particular such
A-system. There are, that is to say, some decidedly
loose ends to be tidied up before Pv can properly be
declared solved.

Nonetheless, before proceeding to these loose
ends, I wish to make clear that, in my view, this
is a relatively routine or minor task. It seems to
me that the core argument (as it has now been pre-
sented) satisfactorily solves all the substantive dif-
ficulties bound up with Pv; tidying up loose ends
is a necessary drudgery of course, but further, real,
progress cannot now be expected before we can carry
out a critical reformulation of our problem situation
(in the light of having solved Pv).

The loose ends in question here amount essentially
to the exhibition of a particular A-system which
meets the requirements for the core argument to be
applied to it. Von Neumann perhaps hoped orig-
inally to develop the kinematic model to a point
where this would be possible. Be that as it may, he
instead turned his attention to what Burks (1966b,
p. 94) calls his cellular model—a form of cellular
automaton.

The questions to be answered for this particu-
lar A-system may be conveniently divided into one
which is purely formal, and a second which is largely
informal:

1. The formal question is whether there exists a
basic UGM u0, and a set of related UGM’s
U , such that the (dashed) A-descriptors asso-
ciated with the corresponding A-reproducers
are “dense” (in the sense of being connected
under A-mutation) in the space of A-tapes.
Once the particular A-system is properly for-
malised, these things become matters of fact,
accessible (in principle at least) to formal proof.
The attempt to provide such proofs consti-
tuted the larger part of von Neumann’s un-
finished manuscript The Theory of Automata:
Construction, Reproduction, Homogeneity (von
Neumann 1966b).

2. The informal question is whether the identified
A-reproducers span the requisite range of A-
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complexity. Since A-complexity itself is an in-
formal concept here, any answer to this will nec-
essarily be informal. Von Neumann himself did
not attempt to explicitly answer this question
for his cellular (or, indeed, any other) model;
perhaps he would have done so in completing
his manuscript; or perhaps he considered that
an affirmative answer was self evident. In any
case, I shall give a brief discussion of this issue,
because it is in my view an important, albeit
somewhat intractable, question, and it seems
that this has not generally been appreciated.

There are, of course, many other questions which
could be taken up in a completely comprehensive ac-
count. For example, we should perhaps discuss crit-
ically whether von Neumann’s cellular model does
provide a “reasonable” axiomatization of the notion
of “automaton” at all;6 or at least we should con-
sider whether the model satisfies the requirements of
not having “too many” primitive A-parts, which are
not individually “too complex” etc. But these issues
would take me too far afield, and I shall therefore
restrict myself here to the two questions explicitly
identified above, which I consider to be most imme-
diately relevant to the topics at hand.

The first question relates to the design of a ba-
sic UGM, and the development of this to establish
a diverse set of A-reproducers, which is connected
under A-mutation of the A-descriptors.

The first part of this question—the design of the
basic UGM—has been addressed positively several
times over. Von Neumann himself had more or less
completed the demonstration that a basic, minimal
(i.e. with no additional functionality) UGM exists in
his cellular model (by exhibiting the design for a par-
ticular u0) at the time he put his manuscript aside.
Burks (1966a) showed in detail how this demonstra-
tion could be completed, and also outlined how the
design could be significantly simplified. Thatcher
(1970) has demonstrated a detailed version of this
simplified design. Codd (1968) has exhibited a ba-
sic UGM design in a different cellular model, hav-
ing only 8 states per cell (compared to the original
29 states per cell in von Neumann’s model); and
Berlekamp et al. (1982) have argued, without detail-
ing a design, that a UGM is possible in a particular
cellular model having only 2 states per cell (Con-
way’s so-called “Game of Life”). Although all of
these represent arguments “in principle”—no fully

6Thus, for example, Kampis & Csányi (1987) argue that
the self-reproduction phenomena (SR) at least, exhibited by
von Neumann, “cannot avoid a sort of triviality and in this
they are basically different from real SR, such as that of living
organisms”.

fledged UGM-based A-reproducer has actually been
built or demonstrated, to my knowledge—the argu-
ments are, overall, satisfactory and we can take it
that the possibility of exhibiting a basic UGM (and
thus a basic A-reproducer) within a suitably “sim-
ple” (cellular) model (von Neumann’s or otherwise)
is now well established.

The remaining parts of the first question—
identifying the set X of A-machines which could
be composed with the given u0 without compromis-
ing its operations, and of establishing the connec-
tivity of the corresponding A-reproducers under A-
mutation—have, on the other hand, received little or
no explicit attention. Von Neumann himself seemed
loosely to talk in terms of X being essentially coex-
tensive with M—i.e. neglecting the possibility that
there would be any interference with the operation
of u0 (von Neumann 1966b, pp. 119, 130–131); sim-
ilarly he did not seem to give any explicit argument
to support the A-mutational connectivity of the A-
reproducers. Subsequent commentators do not seem
to have added anything further. My disagreement
with leaving matters in this state is minor, though
not quite pedantic.

Firstly, for the sake of precision or completeness
I think it should be explicitly recognised or admit-
ted thatX will (almost certainly) not be coextensive
withM . But, equally, I do not think it generally fea-
sible to give any better characterisation of X than
simply to say that the elements of U are indeed still
UGMs in their own right (i.e. my definition of X is
purely existential—it offers no clue as to how, for
example, one might systematically generate the ele-
ments of X other than by simply testing elements of
M in turn). In the case of von Neumann’s cellular
model (or, indeed, his kinematic model) I am quite
willing to accept, without any attempt at proof, that
although X cannot be coextensive with M , it is
still an infinite set, spanning essentially the same
range of A-complexity as M itself—and this is re-
ally the critical point. It is, perhaps, so obvious that
von Neumann simply felt it was not necessary to say
it. As to whether the range of A-complexity offered
by M in the first place is, informally, sufficient for a
solution of Pv, that relates to question 2 above, and
I shall take it up separately, in due course.

The second outstanding aspect of question 1 fol-
lows on from the status of X : we wish to establish
that the set of A-reproducers anchored on U (which
is to say, indirectly anchored on X) is connected un-
der some specified interpretation of A-mutation (of
the A-descriptors). A formal answer to this might,
in principle, be possible; but would be exceedingly
difficult, and has never, to my knowledge, been at-
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tempted. It would require inter alia that we be able
to characterise the set X much more precisely that
heretofore—a task which I have just accepted as be-
ing very difficult, if not impossible, in itself.

I think the best we can reasonably do (and this
is actually very good, albeit far short of a formal
proof) is the following:

• We can require that the formal description lan-
guage supported by u0 incorporate some degree
of “compositionality”; specifically, we require
that the “portion” of the A-descriptors coding
for the “core” part of the A-reproducers (i.e.
coding for the u0 subsystem itself) can be, to
a greater or lesser extent, “separated” out. I
mean by this that there will exist many possible
A-mutations (namely any affecting any other
portion of the A-descriptors, and thus affecting
only the x subsystem of the offspring) which
would not compromise this essential core of the
offspring. This greatly enhances the possibility
that such an A-mutation will, indeed, yield an-
other A-reproducer, and may be said to have
already been implicit in our earlier discussion
of the very possibility that the A-reproducers,
anchored on u0, might be connected under A-
mutation.

• Furthermore, we can require the language to be
such that the portions of the A-descriptors en-
coding the x subsystem of the offspring should
be “dense” at least relative to M . That is, while
it is difficult, if not impossible, to directly guar-
antee that the encoding will be such that most
(or even any) A-mutations of this portion of an
A-descriptor will yield an encoding of another
x ∈ X (which is to say, the A-descriptor of an-
other A-reproducer, or the dashed A-descriptor
of another u ∈ U), it is perfectly feasible to en-
sure that most (if not all) such A-mutations at
least yield another m ∈M (as opposed to sim-
ply yielding nonsense—an A-tape not validly
describing any A-machine at all). We can now
couple this with our earlier (entirely informal)
acceptance that, although X cannot be coex-
tensive with M , it will be very large and di-
verse, to conclude that, even though not all
such A-mutations will yield a viable offspring
(another A-reproducer) a significant “fraction”
plausibly should; and this is enough to per-
suade me (at least) that while the entire set of
A-reproducers anchored on u0 may not be con-
nected under A-mutation, some infinite, and di-
verse, subset of it will be; that being the case, I
suggest that the requirement involved in solving

Pv (namely, that this connected subset span a
sufficient range of A-complexities) can still be
taken as met (always assuming that M itself
spans such a range in the first place).

I should add, of course, that Von Neumann did
indeed ensure that the encoding(s) he used were just
such that these two conditions are satisfied (see, in
particular, von Neumann 1966b, pp. 130–131).

I now come to the last outstanding loose end, my
question 2 above. Given the discussion of question 1,
question 2 has now resolved itself into the ques-
tion of the range of A-complexity spanned by the
entire “universal” set of A-machines (M) in, say,
von Neumann’s cellular model; for it has been ar-
gued that the (A-mutationally connected) set of A-
reproducers, anchored on u0, will span essentially
this same range.

Despite my calling this a mere “loose end”, I con-
sider that it is, in its way, quite the hardest ques-
tion directly associated with the solution of Pv; and
since I will not pretend to be able to offer a sat-
isfactory answer, I can be mercifully brief! I think
that one somewhat promising approach to this ques-
tion might be based on relating the informal idea of
A-complexity to what Burks (1960) has called the
behavior of an automaton or A-machine. However, I
have reviewed this idea previously (McMullin 1992e,
Section 4.2.5.5), and a detailed consideration of it
here would take me too far afield. Instead I shall
rely on the only answer which I think von Neumann
himself could be said to have offered to this question.
This is simply to say yes, M does span a sufficient
range of A-complexity, and this is self-evident. This
answer has, at least, the merit of an overwhelming
simplicity, and is probably sufficient for my imme-
diate purposes.

6.3 A New Problem Situation

6.3.1 Pa: The Problem of Autonomy

6.3.1.1 An Initial Formulation

Von Neumann’s formulation and solution of some
of the fundamental problems underlying the (Dar-
winian) growth of complexity in artificial systems
was a very substantial achievement. But it still falls
far short of a complete solution of the problems I
subsume under the phrase Artificial Darwinism. I
should therefore like to summarise here my view of
the new problem situation which arises as a result
of von Neumann’s work, and identify, albeit rather
crudely, one particular new problem, which I shall
call the problem of autonomy, or Pa.
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Von Neumann (and various successors) estab-
lished that a UGM could be embedded in his 29-
state cellular A-system and, indeed, that the ex-
istence of a set of A-reproducers could thus be
established which would be connected under A-
mutation (albeit no A-mutational mechanism was
explicitly built into the A-system), and which could
fairly reasonably be described as spanning an indef-
initely large range of A-complexity. This A-system
therefore satisfies some conditions which are ar-
guably necessary for the spontaneous growth of A-
complexity by Darwinian evolution (which is not, of
course, to say that von Neumann’s particular means
of meeting these conditions are “necessary”). Ex-
hibiting this possibility exhausts the scope of Pv, as
I defined it.

In this new situation one new question or prob-
lem which immediately presents itself is this: will
von Neumann’s A-system in fact exhibit a sponta-
neous growth in the A-complexity of A-reproducers,
by Darwinian evolution (when once “seeded” with
an initial A-reproducer)? Indeed, will it exhibit Dar-
winian evolution of the A-reproducers at all (with or
without a growth of A-complexity)?

As far as I am aware, this has never been empir-
ically tested, but there seems to be little doubt as
to the outcome which can be expected from such
tests: unless special ad hoc measures are taken to
preempt any substantive interactions between the
A-reproducer(s) they will destroy each other quite
quickly, and any initial population will become ex-
tinct. The population might be sustained, or might
even grow, if interactions are effectively prevented,
but that would defeat the purpose by preempting
natural selection,7 and thus Darwinian evolution. In
any case, there will not be any significant Darwinian
growth in A-complexity.

It would be mildly interesting to see these pre-
dictions tested; but there is good reason for believ-
ing that such tests are unnecessary. It seems to
be quite clear that all these A-reproducers, in the
various (cellular) A-systems I have mentioned thus
far, are extremely fragile. The self-reproducing be-
haviour relies on the surrounding space being es-
sentially quiescent, and on there being no interfer-
ence from other, active, configurations. While sim-
ple procedures could be adopted such that, from an
initial seed A-reproducer, the offspring are all care-
fully located so as not to interfere with each other, or
their subsequent offspring etc., this would preempt
the kind of direct and indirect interactions which are

7I shall continue to refer to “natural” selection, even
within “artificial” systems, consistent with the abstract in-
terpretation discussed in (McMullin 1992a).

essential to the operation of natural selection. If, on
the contrary, more or less unrestrained interactions
were allowed, the A-reproducers would very quickly
destroy each other, and make the environment unin-
habitable. The basic von Neumann design of genetic
A-reproducer, and comparable designs for the other
cellular A-systems, whatever their positive merits
(and they are substantial, as we have seen), lack any
capability to protect or maintain their own integrity
in the face of even minor perturbations. In my view
therefore, they could not possibly survive in any but
the most strictly controlled environments; which is
to say that they could not effectively demonstrate
the operation of natural selection.

Von Neumann himself clearly acknowledged that
this was the case for his cellular model. An ex-
tended discussion appears in (von Neumann 1966b,
Sections 1.7, 1.8). There he explicitly accepted
that any substantive interaction between two of
his A-reproducers would be likely to cause “an un-
foreseeable class of malfunctions . . . corrupting all
reproduction” (p. 129), and that a similar result
could be expected if the surrounding space for an
A-reproducer were not initially quiescent (p. 130);
and he did elaborate ad hoc methods whereby all
such interactions could be avoided, such that de-
scendents “will be distinct and non-interfering enti-
ties” (p. 127). He did, separately and briefly, suggest
that Darwinian evolution could be “considered” in
the context of his models, but then admitted that
“the conditions under which it can be effective here
may be quite complicated ones” (p. 131); with the
benefit of hindsight this now appears to have been
something of an understatement.

I do not claim that these various A-systems
cannot support genuinely robust or viable A-
reproducers of any sort (though I do suspect this to
be the case). We should perhaps distinguish here
two issues: the “robustness” of the A-parts, and
the robustness of the A-machines composed of these
parts. My own view, for what it is worth (and I
conjecture that this was also von Neumann’s view)
is that the design of satisfactory A-parts is an al-
most trivial problem: the difficult thing is to organ-
ise these into complex, coherent, entities which can
protect their own integrity in more or less hostile
environments. Von Neumann solved (or, at least,
showed the possibility of solving) the problem of how
such complex A-machines could reproduce; and, in
particular, how they could reproduce in a manner
which would support the possibility of a Darwinian
growth of A-complexity. He did not solve what is,
in its way, a prior problem: that of how such A-
machines could sustain themselves at all. This is
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what I am calling the problem of autonomy; and I
venture to suggest that it is much the harder prob-
lem.

6.3.1.2 Digression: The VENUS System

I shall digress here to discuss the VENUS system(s)
described by Rasmussen et al. (1990). Technically,
VENUS is the name for a simulator of one specific
example of a more general class of A-system, which
Rasmussen et al. refer to as Coreworlds. However,
for convenience in what follows I shall use VENUS to
refer loosely to both the simulator proper and the
Coreworld which it simulates.

The VENUS Coreworld consists of an array of cells
or memory locations (the “Core”) in which reside
instructions taken from a specified instruction set
(Red Code), which is somewhat reminiscent of the
instruction set of a simple modern computer. In-
struction pointers, or virtual execution units, can
execute these instructions. Instruction pointers may
be dynamically created and destroyed (subject to a
fixed maximum). Execution of any given instruction
can freely affect other memory locations within some
fixed radius. Execution uses up resources, which are
replenished at a fixed rate; if insufficient resources
are available for a given instruction pointer to con-
tinue execution (typically due to the existence of too
many other instruction pointers in the same general
region) then the pointer will be destroyed. Various
effects in VENUS are stochastic rather than strictly
deterministic.

In VENUS there is no simple notion of what con-
stitutes an A-machine; but roughly speaking, one or
more instruction pointers, together with some asso-
ciated segment of core containing particular instruc-
tions, may be regarded as an A-machine.

Rasmussen et al. exhibit a single A-reproducer
which can be embedded in VENUS. This is based
on an original design by Chip Wendell called MICE
(Dewdney 1987). This does not have the von Neu-
mann self-reproducing architecture. Instead it
uses something more akin to reproduction by self-
inspection. This can be coerced into the von Neu-
mann framework by regarding an A-machine as its
own A-descriptor. This is feasible in the simple one-
dimensional VENUS. It suffers by comparison to the
more general von Neumann model in that it does
not allow any flexibility in the genetic network.8

Nonetheless, in the particular case of VENUS, it seems
clear that the space of A-machines (which is to say

8In particular, we cannot directly introduce the idea I have
elsewhere called Genetic Relativism (McMullin 1992e, Sec-
tion 4.2.6).

A-descriptors) will, in fact, include a subspace of A-
reproducers, derived from the MICE A-reproducer,
which are “close” to each other under a reason-
able interpretation of A-mutation. That is, it seems
likely that VENUS does allow a solution to Pv, though
only weakly following von Neumann’s schema.

The advantage of VENUS over the other A-systems
mentioned above is that, as a result of the relatively
greater complexity of the individual cells, the sim-
plicity of the geometry of the cellular space, and
the relatively simplified (non-genetic) scheme of self-
reproduction proposed, the basic self-reproducing
A-machine is quite small—occupying only eight cells
(memory locations, or A-parts). Empirical investi-
gation of VENUS is thus quite feasible and it is pre-
cisely the results of one such investigation which are
reported in (Rasmussen et al. 1990).

For my purposes the key result is this: the sim-
ple A-reproducer (MICE) described above was not
viable. If VENUS is seeded with a single instance
of this A-reproducer the population initially ex-
pands rapidly, but then these offspring interfere
with and corrupt each other, leading the population
to become extinct and/or sterile. In none of the
tests reported did self-reproducing behaviour sur-
vive this initial transient. This directly illustrates
and supports my claim that, surely, the same fate
would befall the vastly more complex and fragile
A-reproducers proposed by von Neumann, Burks,
Thatcher, etc.

6.3.1.3 Pa Restated

The problem Pa may thus be restated as follows: we
wish to exhibit an A-system which still retains the
positive features which allowed a solution of Pv—
the restriction to a “small” set of “simple” A-parts,
the existence (in principle at least) of a set of A-
reproducers spanning a wide range of A-complexity,
connected under A-mutation, etc.—but which addi-
tionally satisfies a requirement that at least some
of these A-reproducers (a subset still spanning a
wide range of A-complexity) should be able to es-
tablish viable populations in the face of “reason-
able” environmental perturbations, including, at the
very least, fairly arbitrary interactions with other A-
reproducers. That is, we should like to see natural
selection occurring (rather than the A-reproducers
being artificially prevented from interacting with
each other, or simply going extinct). I shall refer
to A-reproducers satisfying these conditions (if any)
as A-organisms.
Pa does not have quite the crisp and explicit mo-

tivation which von Neumann was able to cite for Pv
(the apparent paradox of evolutionary growth of bi-
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ological complexity). Nonetheless, I think it is clear
that Pa is a good and interesting problem, and we
could learn very much even from partial solutions of
it. As I have mentioned, I also think it a very hard
problem; but of course, we learn very little from the
solution of easy problems.

As with Pv before it, Pa is not strictly formal-
isable; it relies particularly on an informal notion
of what would represent “reasonable” environmen-
tal perturbation. And of course, I must emphasise
yet again that, even if Pa could be solved more
or less satisfactorily, it would not, in itself, mean
that we could yet exhibit a Darwinian growth of A-
complexity (or A-knowledge) in an artificial system:
that would rely (among other things) on a correla-
tion between S-value and A-complexity. But a so-
lution to Pa would surely give us a vehicle for the
investigation of this deeper and more fundamental
issue: for Darwinian natural selection is precisely
our best known example of a selective process having
this characteristic—or, at least, so we conjecture.
Pa is well known in various forms; it might even

be said to subsume all the problems of biological
organisation, not to mention the problems of cyber-
netics, robotics, or even Engineering and Technology
as a whole. More particularly, it is closely related to
the problem of what Packard (1989) calls intrinsic
adaptation. Similarly, Farmer & d’A. Belin (1992)
have explicitly identified Pa (or at least something
very much like it) as “probably the central problem
in the study of Artificial Life”.

I do not, of course, pretend to solve Pa; my in-
tention is simply to leave it exposed as a kind of
bedrock that underlies other things I have discussed.
Indeed, in its way, Pa may be almost coextensive
with the entire problem of Artificial Knowledge and
its growth. For what distinguishes an A-organism
from an A-reproducer—its autonomous ability to
survive in a more or less hostile world, a world lack-
ing any “pre-established harmony” (Popper & Ec-
cles 1977, p. 184)—is precisely what I refer to as
its A(rtificial)-knowledge; and what Pa demands is
that we exhibit an A-reproducer with “enough” ini-
tial A-knowledge to allow at least the possibility for
A-knowledge to then show further spontaneous, and
open-ended, evolutionary growth.

I think that ongoing misunderstanding of
von Neumann’ original problem, and its solution,
may have inhibited work on Pa somewhat; but there
have, nonetheless, been various experiments and
theories which may be said to have, deliberately or
otherwise, addressed Pa. The following sections will
be concerned with a critical review of a selection
of these. I shall suggest that there has been some

progress, but that it is still of a very limited kind.

6.3.2 The Genetic Algorithm

Burks explicitly identified John Holland as contin-
uing von Neumann’s work relating to evolutionary
(Darwinian) processes in automata systems (Burks
1970b, p. xxiv). We may suppose therefore that
Holland’s work would be likely to address Pa. In
fact, Holland has developed a number of quite dis-
tinct lines of enquiry in this general field; but that
with which he is most closely identified is the idea
of the so-called Genetic Algorithm (Holland 1975),
and this section will be devoted exclusively to con-
sideration of it.

“Genetic Algorithms” now come in many vari-
eties, but I shall nonetheless refer simply to “the”
Genetic Algorithm, to encompass all those variants
which are more or less closely modelled upon, and
largely derive their theoretical inspiration from, Hol-
land’s original formulation.

To anticipate my conclusion: it seems to me that
the problem Holland sought to solve with the Ge-
netic Algorithm is essentially disjoint from my Pa;
it will follow (more or less) that, while the Genetic
Algorithm may (or may not) be successful in solv-
ing its own problem, it can be discounted as offer-
ing any solution to Pa. Thus, I review the Genetic
Algorithm, not to criticise it, but to clarify that
it is irrelevant to my purposes. This is necessary
as appearances might otherwise be deceptive: as
noted, Burks specifically identified Holland as con-
tinuing von Neumann’s programme; and Holland’s
work does, in some sense, involve the artificial re-
alisation of processes of biological evolution. With-
out quibbling over words, I want to establish that
the aspects of biological evolution preserved in the
Genetic Algorithm are not those which are directly
relevant to Pa.

I have reviewed the underlying philosophical com-
mitments of Holland and his colleagues (Holland
et al. 1986) elsewhere (McMullin 1992e, Section
3.8.3). I concluded there that processes which Hol-
land et al. describe as inductive are, precisely, pro-
cesses of unjustified variation in the sense of Camp-
bell 1974a, 1974b); but I quite accept that, in given
circumstances, some such processes may do “better”
than others (in the sense of generating conjectures
which are “biased” toward the truth). The formu-
lation and comparison of processes in this respect
is what Holland et al. call the “problem of induc-
tion”, and what I shall refer to as Holland’s problem
or Ph—and I recognise it as a genuine and difficult
problem.
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Now, I contend that von Neumann’s Problem, Pv,
may be viewed as a special case of Ph: it is, precisely,
Ph applied to the case of the growth of (inate) knowl-
edge by Darwinian processes (whether in natural or
artificial systems).

More specifically, Pv might be restated as fol-
lows. In order for A-complexity (A-knowledge) to
grow by Darwinian means there must be a process
(A-mutation) whereby A-reproducers of greater A-
complexity can spontaneously arise from parents of
lesser A-complexity. Prima facie, this is virtually
inconceivable. It is difficult enough to see how a
complex A-machine can successfully reproduce at
all; but given that some can, we certainly expect
these to be very much the exception rather than
the rule. That is, if we think of A-machines as be-
ing identified with points in a space of “possible”
A-machines, then we expect the A-reproducers to
be extremely sparse in this space. Assuming that
some such space will adequately represent the re-
lationships between A-machines under any particu-
lar process of variation, then the very low (average)
density of A-reproducers in the space seems to sug-
gest that the possibility of a variation in any one A-
reproducer giving rise even to another A-reproducer
(never mind one of greater A-complexity) must be
quite negligible.

Von Neumann’s schema solves Pv essentially by
pointing out that, via an A-reproducer architecture
based on the use of a “genetic” (i.e. programmable)
constructor, one can decouple the geometry of a vari-
ational space of A-reproducers from all the peculiar-
ities of the particular A-parts etc. in use. Once this
is done, it becomes almost a trivial matter to exhibit
a space (which, in effect, characterises some process
of spontaneous variation) with the property that, al-
though the A-reproducers may still be rather sparse
on average, they are concentrated into a very small
subspace so that the density is locally high. Which
is a roundabout way of saying that the spontaneous
transformation of one A-reproducer into another A-
reproducer (as opposed to a transformation into an-
other A-machine which is not an A-reproducer) is
quite possible—perhaps even “likely”.

The key insight here is that the von Neumann
self-reproducing architecture, based on reasonably
“powerful” genetic machines, allows such a de-
coupling; it allows a “designer” space as it were,
which can be so-configured that A-reproducers are
“close” together. Indeed, once this self-reproducing
architecture is proposed, it almost becomes difficult
to see how the A-reproducers could fail to be close
to each other in the relevant variational space (i.e.
the space of dashed A-descriptors).

Granted, von Neumann himself never quite ex-
pressed matters in this way. However, he certainly
recognised that the use of A-descriptors (i.e. the
use of a fairly sharp genotype/phenotype decom-
position) in his self-reproducing architecture was
very important (von Neumann 1966a, p. 84; 1966b,
pp. 122–123). In any case, regardless of his inten-
tions, the fact remains that his schema solves a most
substantive element of Ph (as interpreted in the con-
text of Darwinian evolution).

We may say that Ph is still not “completely”
solved of course. Von Neumann shows us firstly
(and crucially) how a more or less arbitrary vari-
ational network or space can be overlaid on a set
of A-machines; and he shows, secondly, a particular
way of doing this such that set(s) of A-reproducers
can be identified whose elements are “close” to each
other. While this allows us to say that a given A-
reproducer can plausibly be transformed into other,
distinct, A-reproducers, it says nothing about the
plausibility of such transformations resulting in in-
creased A-complexity. If we think (very informally)
of some measure of A-complexity being superim-
posed on the genetic space we may expect that, even
still, the A-reproducers of “high” A-complexity may
be very sparse in the space; so that it may seem
that the likelihood of variations yielding increased
A-complexity would still be quite negligible.

That this is precisely the point at issue in the
Genetic Algorithm is emphasised by other elements
of the problem situation which underlay Holland’s
work. The general notion of using vaguely “Dar-
winian” processes to achieve the growth of artificial
knowledge had already received substantive prior in-
vestigation, but with mediocre results (e.g. Fried-
berg 1958; Friedberg et al. 1959; Fogel et al. 1966).
While Friedberg et al. were commendably honest
about this, Fogel et al. were, perhaps, less forthright.
Lindsay’s review of the work of Fogel et al. (Lind-
say 1968) was harshly critical, and was arguably re-
sponsible for the virtual abandonment of any “Dar-
winian” approach for several years. Lindsay explic-
itly attributed the failure of such approaches to the
relative sparsity of entities of high complexity in the
relevant spaces.

Now one possible way of tackling this problem
would be to try to handcraft the genetic space
even further (beyond what had been explained by
von Neumann), so that A-reproducers of “high” A-
complexity would be dense, in at least some regions.
This seems rather to beg the question however, for
it effectively asks the designer to already know the
relative complexities of all the A-reproducers in-
volved. An alternative approach is to ask for more
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sophisticated procedures for negotiating this space
(which is assumed to be given, and not to have A-
reproducers of “high” A-complexity already conve-
niently packed closely together), than the simple,
purely local, transformations implied by the notion
of A-mutation as so far discussed. In my view, this
is precisely what is being attempted with the idea
of the Genetic Algorithm.

However: the crucial point is that none of this—
neither von Neumann’s solution of the original Pv,
nor Holland’s solution (if solution it be) of the en-
hanced form of Pv represented by Ph—addresses the
core issue of autonomy. It is for this reason that I
discount the Genetic Algorithm as offering any help
in addressing Pa.

This argument does not quite make Ph and Pa
disjoint. In particular, it does not necessarily mean
that the Genetic Algorithm is, as I claim, com-
pletely irrelevant to Pa. The Genetic Algorithm is
inspired by certain aspects of biological evolution;
so, notwithstanding the fact that it was not formu-
lated with Pa in mind, it (or at least its applications)
might still address Pa to some extent. However, this
is now a relatively minor issue and I shall not pursue
it further here (for further discussion, see McMullin
1992e, Section 4.3.2).

6.3.3 Constraining the Interactions:
The Tierra System

One strategy for addressing Pa is to consider A-
systems which are more or less tightly constrained
in the kinds of interactions allowed between A-
machines. In this way it may be possible to guaran-
tee that at least some of these will be viable, despite
allowing interactions between them. Some work has
been done along these lines (though perhaps not
consciously with this end in mind) and I shall briefly
review it here.

In the most extreme case, interactions between
A-reproducers and their environment (or, more par-
ticularly, each other) can be effectively eliminated.
This will certainly allow the A-reproducers to be “vi-
able”. As already discussed, von Neumann’s original
scheme for sustained self-reproducing activity was of
this sort. Similar concepts were subsequently pro-
posed by Laing (1975) and Langton (1986). But, as
already mentioned, this simply sidesteps rather than
solves Pa; indeed, once variation is allowed at all, it
is virtually certain that the variant A-reproducers
will no longer stay isolated from each other, and
that all self-reproducing activity will quickly be de-
stroyed.

The A-system proposed by Packard (1989) repre-

sents a more or less minimal retreat from this posi-
tion. His set of A-reproducers (“bugs”) are loosely
modelled on the gross functionality of chemotactic
bacteria. They have a fixed genetic structure con-
sisting of just two genes, determining, respectively,
their “food” threshold for undergoing reproduction,
and the number of offspring resulting from a single
act of reproduction. Other than these two charac-
teristics all bugs are identical. Bugs exist in a two
dimensional environment. No direct interactions be-
tween bugs are allowed—only indirect interactions
via food consumption.

Due to the severely circumscribed interactions or
perturbations between bugs and their environment
they are generally more or less viable; but the al-
lowed interaction is, indeed, sufficient to allow a
minimal degree of (natural) selection. For the same
reason, however, the possibility for A-knowledge
to grow in this A-system is also severely impover-
ished. Natural selection can occur—but its effect
is limited to, at best, selecting a combination of
the food threshold for reproduction and number of
offspring which is best matched to the characteris-
tics of the available food supply. We may say that,
through the evolution of the system, bugs (or, at
least, bug-lineages) can, indeed, grow in their A-
knowledge of their environment. But this is achieved
at a cost of limiting the scope for such growth to
a point where it is barely significant. In effect,
Packard introduces natural selection only by aban-
doning von Neumann’s achievement in the original
solution of Pv—namely, the availability of a set of
A-reproducers spanning an essentially infinite range
of A-complexity (A-knowledge).

Packard of course recognises this limitation; in-
deed, it was a deliberate decision to attempt, ini-
tially, to design a minimal A-system which would
exhibit natural selection. He explicitly notes the
desirability of enhancing his A-system to include “a
space of individuals that is open, in the sense that,
as individuals change, they could have an infinite va-
riety of possibilities” (Packard 1989, p. 154); if this
corresponds to my requirement for an infinite range
of A-complexity (or A-knowledge), then it identifies
Packard’s problem with Pa. In any case, the point is
that, for the moment at least, Packard is still stating
the problem rather than offering a solution.

Rizki & Conrad (1985) had earlier presented a
much more sophisticated A-system (Evolve III),
but in essentially the same genre. The range
of A-complexity or A-knowledge is substantially
wider, parameterised by fifteen distinct “phenotypic
traits”. The genotype/phenotype mapping is sub-
ject to a degree of variation also. Again, “genuine”
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natural selection can be achieved in this A-system,
but the range of A-complexity or A-knowledge is still
so sharply constrained that the scope for sustained
growth of A-knowledge is unsatisfactory. The RAM
A-system of Taylor et al. (1989) is a more recent,
and independent development, but seems to share
essentially the same strengths and weaknesses.

The final system which I wish to discuss here is
the Tierra system described by Ray (1992).
Tierra can roughly viewed as a development of

the VENUS system discussed in section 6.3.1 above—
but with several fundamental modifications. Most
importantly in the current context, Tierra involves
the imposition of special constraints on the inter-
actions between A-machines. In particular, a form
of “memory protection” is introduced, which pre-
vents the memory segment(s) “owned” by a given
A-machine being perturbed by other A-machines.
This now allows A-reproducers to be viable, but on
its own actually makes them “too” viable—they be-
come invulnerable. Thus, a single seed A-reproducer
would quickly produce a population which exhausts
the available memory, but there would be virtually
no further activity; all the A-reproducers would be,
in a certain rather strained sense, “alive”; but they
could not function in any meaningful way.

To offset this, Ray introduces an automatic mech-
anism for killing A-machines (destroying instruction
pointers and deallocating memory) so as to guaran-
tee that a pool of unallocated memory is maintained
which, in turn, ensures the possibility of continu-
ing activity. Very roughly speaking, this is a “mor-
tality” mechanism, operating on a FIFO basis—the
“older” an A-machine is, the more likely that it will
be killed in this way—though there are other factors
which may qualify this to a limited extent.
Tierra differs from VENUS in a variety of other

respects also. For example, the process schedul-
ing rules in Tierra are rather simpler than in
VENUS. More substantively, although Ray contin-
ues to use a form of self-reproduction based on
self-inspection (rather than a properly genetic sys-
tem in the von Neumann sense), his instruction set
(Tierran) is quite different from the Red Code of
VENUS. Ray argues that Tierran should exhibit en-
hanced “evolvability” compared to Red Code. In
my terms, Ray is compensating for the inflexibil-
ity associated with reproduction by self-inspection
by attempting to directly handcraft the “pheno-
type” space. This is a perfectly reasonable strat-
egy; but again, it would seem preferable to allow
for full blown Genetic Relativism (McMullin 1992e,
Section 4.2.6) instead. In any case, although Ray
places significant emphasis on the differences be-

tween Tierran and Red Code, it is difficult to as-
sess his claims in this regard: he does not present
any empirical test of the specific hypothesis that
Tierran has improved “evolvability” compared to
Red Code (which would involve presenting a com-
parison of systems in which the instruction set is
the only difference between them). My own conjec-
ture (equally untested) is that the instruction set is
of relatively little significance; the crucial difference
between VENUS and Tierra is, in my view, the use
of memory protection and controlled mortality.

Unlike VENUS, self-reproduction behaviour in
Tierra can generally persist for indefinitely long pe-
riods of time. This is a direct consequence of the
memory protection and controlled mortality mech-
anisms. As a result, Ray’s empirical investigation
of Tierra has demonstrated what I regard as sus-
tained Darwinian evolutionary processes, including
some rather dramatic phenomena. In particular,
Ray has exhibited the emergence of various kinds
of parasitism. That is, A-reproducers emerge which
partially exploit code, and possibly even instruction
pointers, owned by other A-reproducers, in order
to complete their own reproduction. Ray (1991)
has also reported the emergence of A-reproducers
in which more or less “complex” optimizations of
the reproduction mechanism have occurred.

Thus, A-knowledge has indeed grown in Tierra,
by Darwinian mechanisms. We may reasonably say,
for example, that a basic parasite “knows” (or at
least “expects”) that certain other A-reproducers
will be present in its environment, with which it
can interact in certain ways in order to complete
its reproduction. Similarly, A-reproducers exhibit-
ing immunity to certain kinds of parasitism may
be said to “know” about those kinds of parasitism.
The optimization of the reproductive mechanism,
mentioned above, involves “knowing” about certain
aspects of the underlying process scheduling mech-
anism (namely that “bigger” A-machines get allo-
cated more CPU time than “smaller” ones).

These are all substantive results. Tierra is a defi-
nite improvement on the other A-systems considered
in this section, in that the space of A-reproducers
is once again very large and diverse, as it was in
the original von Neumann proposal. Tierra is also
an improvement over the von Neumann proposal
(and its close relatives) in that at least some A-
reproducers are viable, despite interactions between
them, and natural selection can indeed be exhibited
as a result. In my view, Tierra represents the best
example to date of something approximating Artifi-
cial Darwinism.

On the other hand, Tierra can hardly be said

89



Artificial Darwinism Barry McMullin

to seriously confront Pa. A Tierran A-machine is
not, by and large, responsible for its own integrity—
that is essentially guaranteed by the memory protec-
tion mechanism; so the difficulties represented by
Pa are not directly addressed within Tierra (as it
stands). In this sense, the potential for the growth
of A-knowledge in Tierra would seem to be strictly
limited. This suspicion is borne out, at least by
the results so far; while there has certainly been
some interesting, and even surprising, growth of
A-knowledge in my terms, it still seems to have
been very limited, being concerned almost exclu-
sively with fine tuning of reproductive efficiency. I
suggest that this will continue to be the case, as
long as the substance of Pa is effectively bypassed.
Indeed, I may annunciate the following crude, but
general, principle: the stronger are the constraints
on interactions by A-reproducers (which is to say
the weaker the attack on Pa) then the smaller must
be the scope for A-knowledge to be the subject of
natural selection—for it is only by mediating inter-
action that A-knowledge can attain a selective value.
In Tierra, of course, the constraints on interaction
are very strong indeed.

6.3.4 Autopoiesis: The Organisation
of the Living?

. . . the process by which a unity maintains
itself is fundamentally different from the
process by which it can duplicate itself in
some form or another. Production does
not entail reproduction, but reproduction
does entail some form of self-maintenance
or identity. In the case of von Neumann,
Conway, and Eigen, the question of the
identity or self-maintenance of the unities
they observe in the process of reproduc-
ing and evolving is left aside and taken for
granted; it is not the question these au-
thors are asking at all.

Varela (1979, p. 22)

The path I have presented thus far, to the recogni-
tion of the problem of autonomy, Pa, is a somewhat
tortuous one, proceeding via the failure of von Neu-
mann style “self-reproducing automata” to actually
support a Darwinian, evolutionary, growth of com-
plexity (or knowledge). There is an alternative, ar-
guably more direct, route which has been pioneered
by Humberto Maturana and Francisco Varela (Mat-
urana & Varela 1980; Varela 1979).

Briefly, the difficulty with the von Neumann A-
reproducers can be stated in this way: they are,

evidently, “unities” only by convention, relative to
us as observers—they do not assert or enforce their
own unity within their domain of interactions. In
fact, this is true of what we typically call “machines”
or “automata” in general, and is a crucial differ-
ence between such systems and those systems which
we call “living”. This is, perhaps, clear enough on
an intuitive level, but it is quite another matter to
elaborate exactly what this distinction consists in—
what does it mean for an entity to “assert” its unity.
This is the problem which Maturana & Varela have
tackled; and we can now see that it is a problem
in its own right, which is actually logically prior to
von Neumann’s problem of the growth of automaton
complexity (by Darwinian evolution), as it queries
what we should regard as an “automaton” in the
first place. The solution which Maturana & Varela
propose is this: what distinguishes “living” or prop-
erly “autonomous” systems is that they are autopoi-
etic. This is defined as follows:

The authors [Maturana & Varela 1973b]
first of all say that an autopoietic system is
a homeostat. We already know what that
is: a device for holding a critical systemic
variable within physiological limits. They
go on to the definitive point: in the case of
autopoietic homeostasis, the critical vari-
able is the system’s own organization. It
does not matter, it seems, whether every
measurable property of that organizational
structure changes utterly in the system’s
process of continuing adaptation. It sur-
vives.

Beer (1973, p. 66,
original emphasis)

The autopoietic organization is defined as
a unity by a network of productions of com-
ponents which (i) participate recursively in
the same network of productions of compo-
nents which produced these components,
and (ii) realize the network of productions
as a unity in the space in which the compo-
nents exist. Consider for example the case
of a cell: it is a network of chemical re-
actions which produce molecules such that
(i) through their interactions generate and
participate recursively in the same network
of reactions which produced them, and (ii)
realize the cell as a material unity. Thus
the cell as a physical unity, topographically
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and operationally separable from the back-
ground, remains as such only insofar as this
organization is continuously realized under
permanent turnover of matter, regardless
of its changes in form and specificity of its
constituent chemical reactions.

Varela et al. (1974)

Accepting, at least tentatively, this vision of what
would properly constitute an “autonomous” system,
my “problem of autonomy” (Pa) can now be recast
in a somewhat more definite form: can we exhibit
an A-system which still retains the positive features
which allowed a solution of Pv—the restriction to
a “small” set of “simple” A-parts, the existence (in
principle at least) of a set of A-reproducers span-
ning a wide range of A-complexity, connected under
A-mutation, etc.—but which additionally satisfies a
requirement that these A-reproducers should be au-
topoietic unities?

As far as I am aware, this problem has not been
previously explicitly formulated, much less solved.
However, a simpler problem has been previously
tackled and solved: this is the problem of exhibit-
ing an A-system which can support autopoietic (au-
tonomous) A-machines of any kind. The original so-
lution was presented by Varela, Maturana & Uribe
(1974), and further developments have been re-
ported by Zeleny (1977) and Zelany & Pierre (1976).
This work is also reviewed in (Varela 1979, Chap-
ter 3).

The A-systems described by these workers were
inspired to an extent by the work of von Neumann,
and bear some similarity to two dimensional cellular
automata. However, these A-systems are also very
distinctive as a result of being deliberately designed
to support autopoietic organisation. In any case,
I shall not present a detailed description here. The
essential point, for my purposes, is that the possibil-
ity of exhibiting artificial autopoietic unities within
a suitable A-system has been satisfactorily demon-
strated; indeed, Zeleny (1977) has indicated that a
primitive form of self-reproduction of such autopoi-
etic entities may be demonstrated (though I should
emphasise that this bears no significant similarity to
the genetic self-reproduction envisaged by von Neu-
mann; this illustrates yet again the shallowness of
the idea that von Neumann worked on “the” prob-
lem of self-reproduction as such).

It thus seems that the two aspects of my Pa have
been separately addressed, successfully, within the
general framework of (two dimensional) cellular au-
tomata. That is, von Neumann and his succes-
sors have shown how A-reproducers can be orga-

nized such that there will exist an A-mutational
network linking low complexity A-reproducers with
high complexity A-reproducers, using the idea of
“genetic” A-descriptors; and Varela, Maturana, and
others, have shown how properly robust or au-
tonomous A-machines (and even A-reproducers of
a kind) can be organized. Pa calls for both these
things to be exhibited at once. The separate results
certainly suggest that the general cellular automata
framework is rich enough or powerful enough to al-
low a solution of Pa.

As far as I am aware, however, no one has yet ex-
plicitly attempted this synthesis—and the difficulty
of achieving it should not be underestimated. In the
first place, the A-systems which have yielded these
separate results bear only very limited similarities.
More importantly, the A-machines under considera-
tion, embedded in these distinct A-systems, are rad-
ically different kinds of entity. Whereas an instance
of one of von Neumann’s original A-machines can
be reasonably well defined simply by identifying a
fixed core set of cells (A-parts) which constitute it,
the autopoietic A-machines of Varela et al. can po-
tentially retain their unity or identity even through
the replacement of all of their A-parts.

This last point actually suggests the possibility of
a radical reinterpretation of some of the A-systems
already discussed previously, particularly VENUS and
Tierra. While it is clear that the entities which
are conventionally regarded as the A-machines in
these systems (namely, the code fragments associ-
ated with a single virtual CPU) are not autopoi-
etic, it seems possible that certain aggregations of
these may be validly said to realise a primitive (or
partial) autopoietic organisation. For example, it
seems that this may be an alternative, and poten-
tially fruitful, view of the emergence of what Ras-
mussen et al. (1990, p. 119) actually call “organ-
isms” in the VENUS system; and, equally, this may
be a valid view of the phenomena which Ray (1992)
describes in terms of the emergence of “sociality” in
the Tierra system. But of course, if this alternative
view is adopted, then the “higher-level”, autopoi-
etic, A-machines now being studied are no longer
typically self-reproducing in any sense, never mind
being self-reproducing in the von Neumann, genetic,
sense.

Thus, it is clear that, while the work on artifi-
cial autopoiesis yields a considerable and valuable
clarification of Pa, and perhaps even some progress
toward its solution, it is not yet a solution as such.
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6.3.5 The Holland α-Universes

I now finally turn to what is, superficially at least,
a quite different strategy for tackling Pa. Insofar as
the problem has been explicitly tackled up to this
point, the typical approach has been to attempt to
handcraft at least one initial robust or viable A-
reproducer. In practice this has been effective only
if the environmental perturbations are made almost
negligible (such as in the case of the Tierra sys-
tem). In this way a superficial “viability” can be
achieved, but without actually realising autonomy,
in the autopoietic sense, at all; which is to say, Pa
is being avoided rather than solved. In itself this is
unsurprising. We already know that even relatively
simple biological organisms are much more complex
that the most complex extant technology. The ques-
tion is how to bridge this gap (assuming that to be
even possible!).

One obvious suggestion is that we should take
a further lesson from the biological world (i.e. in
addition to, or perhaps going beyond, the central
idea of Darwinian evolution). We know, or at least
presume, that biological organisms arose by some
kind of spontaneous process from a prior, abiotic,
environment; so a possible strategy for the develop-
ment of artificial “organisms” (in the sense of en-
tities which satisfy the conditions for a solution of
Pa) may be to see if they might spontaneously arise
in an artificial, abiotic, environment. That is to say,
instead of attempting to directly construct artificial
life, we attempt to realise an artificial version of the
original genesis of life.

As it happens, a proposal of essentially this sort
was made some years ago (albeit for somewhat dif-
ferent reasons) by John Holland, in the form of what
he called the α-Universes (Holland 1976). The sys-
tem proposed by Holland (which I denote α0) bears
some resemblance to the VENUS and Tierra systems,
involving a one dimensional space, supporting puta-
tively self-reproducing A-machines. However, it dif-
fers in several important respects: it has an overtly
bio-chemical inspiration; the putative A-reproducers
use a von Neumann style genetic mechanism; and,
or course, the A-reproducers are expected to be ca-
pable of spontaneous emergence.

Holland provided some initial theoretical analysis
of his proposal, but he then left the idea aside. α0

has recently been reexamined, including a compre-
hensive programme of empirical testing (McMullin
1992d; 1992e, Chapter 5). I shall not detail the re-
sults of that investigation again: it is sufficient to
note the conclusion, which is that α0 does not yet
provide any substantive advance toward a solution
of Pa. The A-reproducers in α0, such as they are,

are just as fragile as in, say, VENUS. α0 does not pro-
vide any prospect for the spontaneous emergence of
robust A-reproducers, and does not, therefore, pro-
vide a basis for the solution of Pa.

6.4 Conclusion

I do not, of course, know how one might best proceed
in the light of the what has been presented here;
but there are two distinct avenues which seem to
me worth considering further.

Firstly, it seems that at least one part of the de-
ficiency of α0 hinges on the fact that von Neumann
style reproduction involves copying and decoding an
information carrier, where the decoding must be
such as to generate (at least) a copy of the required
copying and decoding “machinery”. α0 fails to sus-
tain this kind of behaviour because (inter alia) the
maximum information capacity of its carriers (in the
face of the various sources of disruption) seems to
be of the order of perhaps 10 bits, which is insuf-
ficient to code for any worthwhile machinery—even
the relatively simple copying and decoding machin-
ery constructible in α0.

A more plausible model for the spontaneous
emergence of properly genetic A-reproducers might
therefore involve a universe in which certain infor-
mation carriers, of capacity (say) an order of mag-
nitude larger than that required to code for minimal
decoding machinery (in the particular universe), can
be copied without any specialised machinery at all.
In such a system there may be potential for a Dar-
winian evolutionary process to begin more or less
immediately, in which more sophisticated pheno-
typic properties might, incrementally, become asso-
ciated with the information carriers—possibly then
culminating in a full blown “decoding” (or embryol-
ogy).

This is, of course, rather speculative; but, as it
happens, it is closely related to a general model for
the origin of terrestrial life which has been champi-
oned by Cairns-Smith (1982). This is based on inor-
ganic information carriers, which could conceivably
be replicated without the relatively complex appara-
tus required for RNA or DNA replication. It seems
to me that it would now be a promising research
program to adopt Holland’s original strategy (which
is to design relatively simplified model chemistries,
loosely based on cellular automata, in which to ex-
amine the origin of “life”), but to replace his detailed
models (the α-Universes) with models based on dif-
ferent theoretical considerations—such as those of
Cairns-Smith.

The second avenue I can envisage for challenging
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the limitations of α0 turns on a point which is both
subtle and fundamental. I have already anticipated
this issue in section 6.3.4 above.

Briefly, the situation is this. As long as we con-
sider an instance of an A-machine (in, say, α0, or
VENUS, or Tierra) as corresponding to a particu-
lar, fixed, set of A-parts, then it makes sense to
regard the mutually recursive relations of produc-
tion between these A-parts as realising a form of
self-reproduction—such a set of A-parts is (in prin-
ciple at least) capable of bringing new and separate
instances of such sets into existence.

But this is not the only possible way of looking
at things. We could, instead, regard an A-machine
as corresponding to the set of recursive relations of
production rather than a particular set of A-parts
which happen to realise these relations. These re-
lations of production are then recognised as being
partially autopoietic: such an entity is (or, at least,
could be) capable of sustaining itself, by virtue of
this organisation, despite turnover of some or all of
its constituent A-parts.

From this perspective, fundamentally related phe-
nomena can now be recognised as occurring in these
distinct systems (α0, VENUS, and Tierra). I have
talked very loosely in terms of A-reproducers as be-
ing potentially “robust” or “viable”; but the fact is
that, as long as by “A-reproducer” I meant a single
fixed set of A-parts, there was never any possibility
of their being “autonomous” in the strong sense of
being autopoietic. As it happens, the putative α0 A-
reproducers turned out not to be “viable” anyway
(just like the A-machine MICE in VENUS); but, even if
they had been “viable”, it seems that it could only
have been, at best, the cosseted “viability” of the A-
reproducers in Tierra with their inviolable memory
allocations. By definition, no static set of A-parts
(structures) in α0 can realise the dynamic homeosta-
sis of its own identity, which would be characteristic
of properly autopoietic viability or autonomy.

By contrast, if we turn our attention to “pop-
ulations” of structures in α0—the equivalent of
considering “organisms” in VENUS or “sociality” in
Tierra—we can encounter the possibility of at least
partially autopoietic organisation. Granted, in α0 as
it stands, the autopoiesis is not effective—such pop-
ulations actually die out—but (with the example of
Tierra before us) we may anticipate that some mod-
ified α-Universe could overcome this. The point is
that the kinds of entities which we might properly
regard as autonomous are not the kinds of entities
which could be regarded as self-reproducing; and,
moreover, the “higher level”, properly autonomous
entities, are not, in general, self-reproducing in

any sense, and are certainly not genetically self-
reproducing in the von Neumann sense of permitting
an open-ended growth in complexity.

Can we envisage a path toward making the prop-
erly autonomous entities (“organisms” in VENUS,
“social systems” of Tierra, “populations” in α0)
self-reproducing, in the von Neumann sense?

Well, the first point is that to have any kind
of self-reproduction, we would probably need some
mechanism for the formation and maintenance of
boundaries by the autopoietic entities. Some kind of
boundary formation is actually part of the definition
of fully fledged autopoiesis. Furthermore, a bound-
ary seems to be logically necessary if we wish to talk
about self-reproduction: unless the entities establish
well defined boundaries then it is entirely unclear
what could possibly qualify as self-reproduction. In
VENUS, Tierra, or α0, as they stand, there are no
such mechanisms for boundary formation (capable
of bounding the relevant entities). Boundary for-
mation has, of course, been exhibited in the A-
systems pioneered by Varela et al. (1974). These
systems, by contrast to VENUS, Tierra and α0, are
two dimensional rather than linear. On the other
hand, the introduction of a kind of boundary mech-
anism has been previously outlined by Martinez
(1979), in a modification of α0 which would still
be one-dimensional. Thus, while two-dimensionality
is probably not essential here, it certainly provides
conceptual simplification, and makes visualisation
much easier.

Incidentally, it seems plausible that the introduc-
tion of an appropriate boundary mechanism could
positively help in overcoming the primary deficiency
of α0 identified by the empirical testing, that even
the putatively autopoietic populations cannot actu-
ally sustain themselves.

In any case, assuming the introduction of mecha-
nisms allowing for the construction and maintenance
of such boundaries, it is clear that self-reproducing
autopoietic entities can be established, in the man-
ner already described by Zeleny (1977). Briefly, once
one has a bounded autopoietic entity of any sort
then, since it already incorporates processes capa-
ble of reestablishing all its component relationships,
it should be a relatively trivial matter to arrange for
it to progressively grow larger. Once this is possible,
then one need only add a mechanism for the bound-
ary to rupture in such a way that it can be reformed
into two closed parts, and a primitive form of self-
reproduction is achieved. There seems no reason, in
principle, why this general kind of process cannot
be achieved in A-systems derived from the VENUS,
Tierra or α0 models.
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Doing this based on the VENUS or Tierra mod-
els would yield a form of self-reproduction which
might still be said to be impoverished in the sense
that, insofar as “information carriers” are being re-
produced, this is occurring by self-inspection, with-
out any overt genotype/phenotype distinction, or
von Neumann style decoding. Still, although I have
arrived at this from a completely distinct direc-
tion, this idea actually corresponds rather closely
to the first suggestion which I outlined in this sec-
tion, following Cairns-Smith (1982), of arranging
for the possible existence of reasonably high capac-
ity “information carriers” which could be “repro-
duced” without the aid of any special or elaborate
machinery. It may thus be a useful, and perhaps
even essential, step toward more sophisticated self-
reproduction techniques.

Conversely, if we used α0 as our starting point,
and succeeded in modifying it to support reproduc-
tion of bounded, autopoietic, “populations”, then
we would have entities which do exhibit a “von Neu-
mann style decoding”; but, of course, they would
be impoverished in a different manner, namely that
the functionality available in α0 is extremely impov-
erished anyway and there certainly could not ex-
ist a space of such autopoietic A-reproducers which
would span a wide range of A-complexity.

This is all rather vague and informal, and I do
not pretend that it has more than heuristic value.
Nonetheless, it seems that there may be some lim-
ited grounds for optimism here. If the various phe-
nomena which have been separately exhibited in this
diverse range of A-systems can be consolidated into
a single system, then it seems that some significant
progress may then be possible in the solution of Pa.
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