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Abstract

Quality of Service (QoS) routing methods are expected to replace existitigig protocols in future
QoS-based data networks. QoS routing allows the selection of feasibkefpattonnections requiring
QoS support. A good QoS routing method should efficiently utilise netwonlésgurces and the over-
head involved in spreading information about resource availability shmilow. Topology aggregation
has been proposed as a method to reduce this overhead and allowliscatalarge networks. It is
used in the PNNI routing protocol which has been standardised for Adiviarks.

There are several aggregation methods proposed by reseafeNétsdoes not restrict aggregation
to only one technique, stating only that: “the symmetric star topology is uséideasiefault node
representation™ [1]. This paper explores the performance of Pighiing when various aggregation
methods coexist in a single network with two hierarchical levels, within a géeretic framework.
It is shown that in such a scenario typical aggregation methods caregige to a “tragedy of the
commons”. Improved performance is shown to result after adoptimgaarule governing the manner
in which state information is shared.

1 INTRODUCTION

Quality of Service (QoS) aware routing algorithms are complex and demanding
There is a wide variety of proposed solutions to the problem of selectinthant
specific QoS requirements — a comprehensive survey can be fourid in [2

This paper considers source link-state QoS routing, which can be ysadNdl [1]
or the extended version of OSPF [3]. In such an architecture theescauter selects
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a route based on information about network resources provided bytéik adver-
tisements and information about QoS requirements carried within set-upsteque
Link state information is flooded or broadcast using a spanning tree toecthsu all
routers process the same topological and state information. There are tivodse
which reduce communication overhead: update policies [4, 5] and netapology
aggregation [1].

Update policies control the frequency of link state advertisements so that on
important changes in the link state are advertised.

Topology aggregation is used in hierarchical networks. It maps the dktape-
logical information about group of nodes into a compact representatimreiore it
reduces not only the amount of state information but also the amount of menubry a
time required to compute paths. So topology aggregation is considered ariagpt
to achieve scalability of QoS aware models in the Internet.

Both update policies and topology aggregation result in inaccurate state info
mation being maintained by the routers [6], which usually has a negative irapact
the path selection process [5]. However it has been shown [7] thabtppaggre-
gation can have positive influences and can increase stability of routticelby
decreasing traffic oscillations.

In this paper we consider a two level hierarchical network and consideffects
on routing performance of having a variety of aggregation methods ¢imexis the
network.

2 AGGREGATION METHODS

A lot of attention has been devoted to the problem of the most accurateseepne
tion of an aggregated topology with one or more QoS constraints [8, 9].nids
commonly used aggregation methods are these proposed for ATM netjt@iks
symmetric star, full-mesh and complex node representation. The symmetricostar p
vides little information and full-mesh is not scalable; the complex node regetsen
provides a tradeoff between these two methods. The complex nodeeaefatisn

is usually created by reducing the number of edges of the correspondingefsh
topology [10]. For example the t-spanner [11] is a compact represamtaticch
features a minimal difference between the complex node and its original fsl-me
representation.

In this paper we consider only one QoS metric — the available bandwidth, since
the aggregation of multiple metrics is a difficult task [8, 9]. We assume thatatecu
information about the number of hops is also provided using a full mesbsepta-
tion [7], since some algorithms also require information about the numberpsf. ho
Because the information about the number of hops changes infrequkutiyrecise
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advertisements only slightly increase the overhead.
Since PNNI does not restrict aggregation to only one technique, defimilyg

the symmetric star topology as the default node representation [1], wmagbat

several aggregation methods can coexist in one hierarchical netitbeksame time.

In this paper we assume that three aggregation models coexist:

exact representation— when a group of nodes is abstracted using a full mesh rep-
resentation or another form of compressed full mesh which allows the akigin
full mesh to be recreated;

fine representation — when only information about average resource availability
(mean available bandwidth) is abstracted using a symmetric star representa-
tion;

coarse representation— when a group of nodes is configured not to advertise in-
formation about its resources availability or sends such advertisemenmts ver
infrequently.

3 AGGREGATION STRATEGIES

The Internet is administered by many entities which often operate withoutcmy c
dination and behave in a greedy manner [12]. Game theory is a suitable hadl w
can be used to model such a competitive environment [12, 13, 14].
The aggregation of network topology information can also be viewed ama co
petitive game. This is a valid approach in the case of an internetwork whictoslia
tion of networks administered by separate entities. Each administrator casecho
different aggregation method based on the selected strategy. We asstiadntinis-
trators of each peer group do not cooperate and select one of ttegatign methods
according to a preferred strategy. We also assume that each adminisratdrange
his aggregation method to improve peer group performance.
For the three aggregation methods considered in this paper we havedimee c
sponding strategies:
friendly strategy —when the peer group administrator is willing to share state infor-
mation with other peer groups to allow the most accurate path selection to be
performed. So it uses axact representatioaf the aggregated topology.
social strategy — when the peer group administrator is willing to share state infor-
mation with other peer groups but also wants to hide details, to protect its
resources from being used excessively by others. Thus it Uses @presen-
tation of the aggregated topology.
selfish strategy — when the peer group administrator does not want to share any state
information with other peer groups. So it usesaarse representatioaf the
aggregated topology (in this case we assume that only information about the
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number of hops is provided).

In todays Internet network operators usually have mutual agreemehteafig-
ure their networks according to them. Such agreements may define thgatimre
methods to be used. Thus administrators may not be free to choose hisdhegystr
without invoking penalty clauses in the agreements. However, suchragnee are
subject to periodic review upon which an administrator may opt for a newegira
The question arises as to which strategy should be written in to such agitsemen
Therefore in the following we consider a scenario when various agtjeggmethods
can coexist in a network and administrators may choose various strategies.

4 GAME RULES

In our experiment the peer group administrators play a game. The rulaslojiame
are simple:
> During each game there are only two strategies (aggregation methods) avail-
able to peer group administrators.
> All peer groups enter the game using the same strategy.
> Each administrator seeks to improve the performance of his peer group by
changing his strategy.
> Only one peer group can change its strategy at a time. This peer graup, kn
as opportunist, is chosen randomly from the set of requesting pegvggrou
> The simulation is run until the blocking probability of the opportunist sta-
bilises. A new opportunist is then selected.
> If the new strategy was beneficial for the opportunist it continues usinthit; o
erwise it reverts to the previously used strategy (aggregation method).
> The game is continued until no administrator wants to change his strategy.

5 ROUTING MODEL

We consider a network with two hierarchical levels and which uses link stag& Q
routing. Within each peer group information about available bandwidth isréided

using a flooding mechanism or a spanning tree to all peer group memberdteth
guency of such advertisements is controlled by the link state update policyr(in o
experiments we use a threshold based policy controlledhinidrdowntimer). Only
abstracted information about available bandwidth is advertised to othegpmgrs
using one of the aggregated representations described in the pregmions We

also assume that this process is controlled by the update policy, but thalidaddwn

timer is applied to advertisements of aggregated information. So it is disseminated
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immediately if the change in available bandwidth is significant (i.e. if the thresh-
old is crossed). Finally we assume that upon a change in topology the bop co
information is advertised precisely to other peer groups.

Upon receiving a route request the source router algorithm computeth ag-
cording to the hierarchical information it possesses. If the reservdtiog a chosen
path can be realised, the request is accepted, otherwise it is rejectiis. paper we
do not consider crankback or rerouting of flows over alternativespath

We consider two approaches to QoS routing:

Load distributing approach which aims to balance the offered load over the
network using link costs expressed as a convex function which ineegiie the
link utilisation [15]. As an example of this approach we have chosershtioetest-
distance pati{SDP) algorithm|[16], which computes the least cost path, where link
cost is inversely proportional to available bandwidth.

Resource conserving approaekvhich minimises resource consumption by the
use of min hop paths. As an example of this approach we have choserndbst-
shortest patlfWSP) algorithm [16], which selects the path with the highest residual
bandwidth from the set of min-hop paths.

Since topological information is inaccurate we assume that link pruning is dis-
abled for both approaches [4, 5].

6 PERFORMANCE EVALUATION

In this section we compare the performance of routing algorithms on a twb-leve
hierarchical network, where different aggregation methods caristoex

6.1 Network Model

In our experiment we use a randomly generated network with two hierafdbiels

as shown in Figure 1. This was created using the GT-ITM software [lAASN =

48 nodes grouped into 8 peer groups dne 72 links. All links are bidirectional, and
Ly = 60 links with capacityC', = 45Mbps are used to connect nodes within peer
groups whileL, = 12 links with capacityC, = 155Mbps are used to interconnect
peer groups.

6.2 Traffic model

The requests arrive at each node independently according to a Pdissgbution
with rate A and have exponentially distributed holding times with mean vajie
The requested amount of bandwidth is uniformly distributed over the interval:



Karol Kowalik and Martin Collier

- Te T~ L@ T~
o= . . ) .
| ®\<\%’ o)
L7 Ter \\® e
ST R ® .
%
/ ®@-@ |
- g NI
5 o—o /,@@ VAR
M~ A / .‘ \ SN
050 %w@ T ¢ )
T NS 09
\7@? - Z__-
-~ /é @\
- @ | | A
7
\ \ @ |
:/ @\@_ \J \\ / °
ol N\ -
e / — OC-3 (155 Mbps)

N P — T-3 (45 Mbps)

Figure 1: The two level hierarchical network used in our experiment

[64kb/s, 6Mb/s], with mean valueB = 3.32Mb/s. If N® nodes in the network gen-
erate the traffic, the load offered to the network isg5F AN Bh' /pu(L1Cy + L2 Cs),
wherel’ is the average shortest path distance between nodes, calculated over all
source-destination pairs (for our simulatioN: = 48, andh’ = 3 ). In our experi-

ment we adjush to produce the required offered load and fix the mean connection
holding time at 180sec.

6.3 Results

In our experiment we evaluate the routing performance of the network witihigv-
archical levels when a number of aggregation methods coexist. We cothpgrer-
formance of peer groups employing different aggregation methods tisbépcking
rate.

In each part of our experiment we compare different aggregatiotegies in
pairs. Each game is repeated 50 times and we present here the averdgeote
tained with a 95% confidence interval.

The graphs which were obtained show the payoffs of each strategyefbine we
can use them to deduce the equilibrium point of our aggregation game.

Although we have studied two routing algorithms, we present the results only
for the load distributing approach as represented by the shortest-disiatic(SDP)
algorithm, since the choice of the strategy will be the same regardless of aittloh
routing protocols is used.
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Figure 2: Blocking rate observed by peer groups when exact, fine and coggse-a
gations coexist

6.3.1 The most beneficial strategy

In Figures 2(a), 2(b) and 2(c) we can observe all possible two elecoaminations
of the three considered strategies.

As we can see in Figure 2(a) when the friendly and social strategiestqeeer
groups which use the social strategy benefit from not advertising aacmation.
A given peer group is better off not to use the exact representatigar,diess of the
number of peer groups adopting the friendly or social strategies. This@use peer
groups which advertise their state information in detail are preferred giuointe
computation and carry more traffic than other peer groups, so nodedliese peer
groups experience higher blocking rates. So the dominant strategy sdibéstrat-
egy, which does not advertise exact information. In a dominant strateghteium,
all peer groups will choose to use fine representation.

If a similar analysis is applied to a mix of fine and coarse representations (see
Figure 2(b)) or exact and coarse representations (see Figujev&(can observe that
the dominant strategy is not to advertise state information at all. The selfish stra
egy discourages other peer groups from routing their traffic througlsdtish peer
group, which results in only light traffic traversing such peer groujgshemce a low
blocking rate experienced by its nodes. Therefore in a dominant stragggijbrium
all peer groups behave in a selfish manner and do not advertise stataatitmn.
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Figure 3: Blocking rate observed by peer groups when detail and penalised non-
social aggregations coexist

6.3.2 The socially correct suggestion

The choice of selfish strategy as dominant strategy makes every pegr \goose
off. The individually rational actions lead to a situation where no peerpg@d-
vertise state information. To protect the network from such behaviourragope
that peer groups using the friendly strategy should not advertise statengtion to
peer groups which do not share such information with them. So friendlygpeaps
should be only friendly to each other while they should act selfishly to other pe
groups. We call this the conditionally friendly strategy.

If such a modification is made we observe in Figure 3 that conditionally friendly
peer groups experience better performance than those peer grioigpsdw not share
state information (which we call penalised). Such a modification results in disitua
where the dominant strategy is to advertise the state information and to betave in
friendly manner. Thus in the dominant strategy equilibrium all peer grogpshe
conditionally friendly strategy.

Therefore, if the proposed modification is used, the dominant strategyse the
exact representation. So the dominant strategy equilibrium is when alppagps
share state information. Without this modification there is a strong motivation for
peer groups not to share and to behave in greedy manner.
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7 CONCLUSIONS

The Internet is administered by many entities which often do not cooperdtaran
prone to behave in a greedy manner. Game theory can help us to undé¢ngtanm-

plicated rules which apply in such scenarios. This paper considers tpgallaggre-

gation when various aggregation methods are allowed to coexist in a netark
believe that it can be treated as a noncooperative game where peglagirainistra-

tors can change their topology aggregation method so as to optimise theyzeréar
of their peer groups.

We have shown that if the exact and coarse aggregation methods coikist w
the same privileges, it leads to “the tragedy of the commons”. Peer grashsgy
to minimise blocking rates stop advertising state information. However, since othe
peer groups behave in the same way no peer group shares state inforwititiany
other and so poor route selection is performed at each router.

To protect the network from such behaviour we propose to advertiteisfar-
mation only between peer groups willing to reciprocate. In such a case thieaiot
strategy is to behave in a friendly manner and in the dominant strategy equilibriu
point all peer groups share their state information with others. The resqittised
suggest that without such strict rules for topology aggregation, pedioce degrada-
tion caused by selfish behaviour will ensue.
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