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Abstract—Devices in wireless mesh networks are often 

supplied with limited power resources, while also running 

complex applications with high energy requirements, such 

as high quality video deliveries over the network. Reducing 

energy consumption is a key factor when designing a 

solution for such scenarios. Some existing energy-aware 

video delivery solutions have been proposed for sensor 

networks, but they do not consider possible movement of 

devices and most of them are deployed at one network 

layer only. This paper presents E-Mesh, an energy-aware 

cross-layer solution for high quality multimedia deliveries 

over wireless mesh networks. The core idea of E-Mesh is to 

save energy at mesh network devices by managing their 

sleep-periods in a more smart way, while also trying to 

maintain high multimedia delivery quality. E-Mesh 

includes an innovative MAC-layer scheme for mesh device 

sleep period management and an energy-aware extension 

of the Optimized Link State Routing algorithm (OLSR). 

Network Simulator 3 (NS-3) simulation results show how 

important energy savings are obtained by using E-Mesh in 

comparison with the case when IEEE 802.11s mesh 

standard is employed, while maintaining good video 

quality levels. 

 
Index Terms—energy consumption, periodic structures, 

routing, wireless mesh networks 

I. INTRODUCTION 

N the modern society, large data delivery between wireless 

network devices puts an important pressure on network 

resources. For instance, it is expected that large amounts of 

continuous data such as multimedia streams to be transmitted 

through wireless network with strict timing requirements and 

support good user perceived quality at the remote device. In 

order to achieve this, the network architecture and the delivery 

solutions have to be capable of supporting and maintaining 

high throughput and low loss while cost-effectiveness and 

service stability are also essential factors to be considered. 

In the quest for offering the features mentioned above, 
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wireless mesh is one of the most widely-used network 

architectures. A typical wireless mesh network includes mesh 

clients, mesh routers and gateways, collectively called “mesh 

points”. Mesh clients are user electronic terminals such as 

laptops and/or smart mobile phones, which serve both as data 

sender and receiver. Mesh routers forward data traffic to and 

from the gateways, which may (but do not have to) be 

connected with the Internet. Often data (e.g. video) resides in 

servers, from which the wireless mesh network is used to 

deliver the content to the user mobile devices. 

The quality of video delivery is strongly influenced by the 

data transport capacity of the wireless mesh network, which in 

turn depends on the life cycle of the power source of the 

battery-powered mesh devices. In order to be able to offer 

high-quality video delivery service for long periods of time, 

there is a need for a mechanism to save energy in the mesh 

points. In existing wireless mesh networks there are many 

situations in which the mesh points unnecessarily spend their 

energy like when they are idle long time waiting for incoming 

traffic. In this context, the fundamental task to achieve 

cost-effectiveness is to reduce the unnecessary work periods 

allowing the mesh points to sleep and save energy, while at 

the same time maintain good Quality-of-Service (QoS) levels. 

Another important aspect which needs to be considered for 

wireless mesh network data delivery is the collision avoidance 

supported by different MAC protocols so that the interfering 

mesh points avoid the transmission period of each other and 

therefore saving energy otherwise wasted. 

This paper presents E-Mesh, an energy-efficient cross-layer 

solution for video delivery over wireless mesh networks which 

provides a good balance between energy saving on one side 

and network delivery performance and user perceived quality 

on the other side. E-Mesh includes a novel MAC layer mesh 

point operation cycle management scheme, which adaptively 

controls the sleep/awake pattern for each mesh point in order 

to save energy. It also makes use of an energy-aware extension 

of the classic Dijkstra routing algorithm which enables video 

data from the server to the mesh client to use an optimal path 

through the mesh network, in terms of energy consumption 

and QoS. The solution was modeled and tested in comparison 

with the standard IEEE 802.11s wireless mesh approach via 

simulations using Network Simulator 3 (NS-3), with quite 

positive results. 

The rest of this paper is organized as follows. Section II 

discusses related works on various MAC and network layer 

energy-efficient solutions. Section III introduces the 
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architecture of the wireless mesh network used by E-Mesh. 

Section IV explains principles behind the energy-aware 

extension for the routing algorithm and the mesh point 

operation cycle management mechanism. Section V describes 

the settings of the simulation-based tests and the test results 

and their analysis in comparison with IEEE 802.11s wireless 

mesh network. The last section summarizes our work and 

presents future work plans. 

II. RELATED WORKS 

A. MAC layer Solutions 

As some mesh devices have limited amount of battery 

power supply, the energy consumption management is a key 

element in the wireless mesh network design. Next, MAC 

layer solutions are discussed among the research on 

energy-saving schemes.  

The S-MAC [1] protocol proposes to add energy-saving 

features to the typical MAC layer of wireless sensor network 

nodes, which also have limited power source as is the case of  

mesh devices. This new protocol implements a fixed duty 

cycle for each sensor node and maintains virtual clusters for 

them so that nodes in the same cluster adopt the same duty 

cycle schedule. Unfortunately S-MAC introduces additional 

delay and determines lower throughput, which make it not 

quite suitable for time-sensitive data delivery such as video. In 

order to solve the transmission delay issue of S-MAC, T-MAC 

[2] was proposed which redesigns the duty cycle as an 

adaptive active scheme, which makes sensor nodes transmit 

data in bursts of variable length and sleep between bursts. 

D-MAC [3] solves the issue of lower QoS levels of data 

delivery of S-MAC by introducing a data aggregation 

mechanism into the node duty cycle scheme to allow data to 

be delivered along the data gathering tree. It staggers the 

active schedule of nodes on the multi-hop path sequentially as 

a chain reaction and uses extra flags in the MAC header for 

handling request for the additional active schedule, adjusting 

the duty cycle under interference from sibling nodes. D-MAC 

is capable of reducing latency but it is only applicable under 

the specific data gathering tree scenario for unidirectional 

communication flow from multiple sources to a single sink. 

To get rid of this limitation, R-MAC [6] is put forward to 

provide the latency enhancement of S-MAC from a different 

point of view. It invents a small control frame as an event 

trigger along the data forwarding path to tell each node to 

wake up only in the data transmission period, instead of using 

RTS and CTS to negotiate the wake/sleep schedule. In this 

way it allows data delivery across multiple hops to finish in a 

single duty cycle, in which each node’s downstream node 

could automatically wake up when the packet is ready to be 

sent to it. However R-MAC does not provide any transmission 

retry mechanisms, and when data packet loss occurs at one 

specific node on the data forwarding path, all nodes after it 

will receive nothing in that duty cycle, which wastes energy 

for idle-listening. 

Other related works include P-MAC [4], X-MAC [5], 

RI-MAC [7] and LC-MAC [8], which provide various other 

improvements on S-MAC on different aspects such as traffic 

load. However most of them are specific to solutions for 

wireless sensor networks and may not be fully relevant to the 

wireless mesh networks. 

B. Routing Algorithms 

Routing plays an important role in improving wireless 

network efficiency. Classic routing algorithms like the 

Dijkstra’s algorithm [9], the Optimized Link State Routing 

(OLSR) algorithm [10] and the Distance-Vector routing 

protocol [11] are being used frequently in various network 

scenarios and have significant benefits, although all of them 

have drawbacks on different aspects. For example, the 

Distance-Vector routing protocol is especially suitable for 

small-scale network topologies only due to its slow 

convergence usually unacceptable in large networks. The 

count-to-infinity problem is also notable.  

Latest research has proposed more advanced routing-related 

algorithms. The A* algorithm [12] and the Recursive 

Best-First Search algorithm [13] have been proved to provide 

much better performance than the typical Dijkstra’s algorithm 

when dealing with shortest-path problems for directed graph 

topologies, while the Simulated Annealing Arithmetic 

algorithm [14] offers better results for solving max-cut, 

knapsack, graph coloring and scheduling problems. The 

routing algorithm proposed in ENCARA [15] considers 

energy-related node characteristics in the routing process and 

differentiates nodes based on those characteristics while 

allocating energy of the nodes with strict energy constraints. 

However, since there are multiple parameters whose values 

are hard to be controlled in a reasonable range, the advanced 

algorithms listed above are too complicated to be used for 

solving routing problems. Consequently in this paper the 

OLSR algorithm, which is a typical example of usage of the 

Dijkstra’s algorithm, was selected to be extended with 

energy-aware capabilities. 

III. SOLUTION ARCHITECTURE 

The E-Mesh network architecture contains one mesh source 

node which has the required data, N mesh routers for data 

forwarding and one mesh client. The position of each of these 

N routers is randomly distributed in a circular area with radius 

R. Some of the mesh routers will move with a random velocity 

inside the range of this circular area while others remain fixed. 

The mesh client is moving under a constant velocity, with its 

initial position to be set at the edge of the circular area. The 

location of the mesh data source is fixed at the center of a 

circular area of consideration. The architecture is shown in 

Fig.1. 

Each router in the topology periodically goes to sleep and 

wakes up. The period for a router to go to sleep, to wake up, to 

listen to incoming signals and to transmit data is defined as the 

router’s operation cycle. The operational cycle of the routers 

in the topology is controlled by the existing IEEE 802.11s 

DTIM beacon mechanism [16]. 

The router operation cycle is composed of two states: 

1) AWAKE: router listens to data request from outside for a 
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certain time period TA. If in TA the router has not received 

any incoming data requests, it goes into the SLEEP state. 

Otherwise it remains awake for data transmission and 

when it finishes it goes into the SLEEP state. 

2) SLEEP: router is off and saves energy. 

The length of TA is flexible according to the communication 

state between mesh points in the topology. The mechanism to 

adaptively control the length of TA is described in section IV. 

IV. ALGORITHM DESCRIPTION 

This section describes the two modules for energy-aware 

routing and MAC-layer operation cycle management. The 

algorithms are described based on the following assumptions: 

1) The communication ranges of the mesh router, mesh data 

source and mesh client are the same. 

2) The time for the client to get the information from the 

routers (such as position and remaining energy) is very 

short in comparison with the data transmission time and 

the time scale of the client movement.  

A. Energy-Load-Distance-based Utility Function 

Considering the network topology illustrated in Fig.2, each 

router ni knows its local position in terms of the (X, Y) 

coordinates, its current network traffic load and its remaining 

energy levels. The remaining energy levels and network traffic 

load for each router are updated periodically. 

For each router ni, the Energy-Load-Distance-based utility 

function relies on the following components as described in 

equations (1), (2) and (3):  

1) Remaining energy score E(ni):  

E(ni) =  
E 

Emax
                           (1) 

2) Distance score D(ni): 

D(ni) =  
D − Dmin

Dmax − Dmin
                      (2) 

3) Load score L(ni): 

 (ni) =  
  −  min

 max −  min
                          (3) 

In these functions E, D and L represent the current 

remaining energy, distance to the mesh client and traffic load 

of router ni, which are obtained by the Router Information 

Collector. Emax, Dmax and Lmax represent the maximum value of 

remaining energy, distance to the mesh client and traffic load 

of router ni, while Dmin and Lmin represent the minimum 

distance to the mesh client and traffic load of router ni. 

With these definitions, the utility function associated to 

route ni is described as follows: 

        𝐶(𝑛𝑖) =
 (ni)

Wl∗ D(ni)
Wd

E(ni)
We

  (1 <= i <= N)      (4) 

In equation (4) We, Wd and Wl are adaptive weight factors for 

E(ni), D(ni) and L(ni), respectively. N represents the number 

of mesh routers.  

B. Energy-aware Routing Algorithm 

The mechanism used for energy-aware data routing in 

wireless mesh networks is an extension of the OLSR 

algorithm, which will be described next.  

Define S as a set of mesh points (mesh data source, router 

and client). A neighbor mesh point of each mesh point n in S is 

defined as any mesh point in n’s communication range not 

already contained in S. 

Suppose there are m mesh points in S (1 <= m <= N + 2): S 

= {n1, n2 …… nm}. The algorithm detects all the neighbor 

mesh points of these m mesh points. Suppose mesh point nx (1 

<= x <= m) has y of these neighbor mesh points (nx1, nx2 ……. 

nxy), some of which might also be neighboring other different 

mesh points nz (1 <= z <= m and y != z) in S.  

For each of the neighbor mesh points of all the mesh points 

in S, there are two possibilities for the mesh client (which is a 

mesh point in S) to communicate with it: if it is in the mesh 

client’s communication range, the client could set up direct 

communication with it, otherwise the client chooses one or 

more routers in S as intermediate nodes. Either way there is a 

route established from the client to this neighbor mesh point. 

In fact there are multiple possible routes from the mesh client 

to any of these mesh points in S.  

Mobile Node
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Mesh Data Source
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Fig.1. A typical mesh network topology 
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Fig.2. Architecture of the E-Mesh wireless mesh network topology 
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Suppose there are z nodes (nx1, nx2 …… nxz) on any one of 

these routes from the mesh client to mesh point nx (1 <= x <= 

m) in S. The concept of routing weight factor W(z) is 

introduced as the sum of the utility function values C(nxz) 

computed for the z nodes on this route. nxmin is defined as the 

neighbor mesh point of any node nx’ in those z nodes which 

has associated the minimum value of C(nxz). In this context, 

the routing weight factor is described as follows: 
W(z) =  min (∑ C(nxi)

z
i=1 ,W(nxmin) +  C(nxmin))   (5) 

With the above definitions, the process of data forwarding 

path generation from the source to the client is listed below: 

1) The algorithm starts when S contains the mesh client 

only.  

2) The Energy-Load-Distance-based Utility Function 

periodically calculates the route selection utility C(n) for 

every mesh router n in the topology and searches for the 

mesh router nxmin which has the minimum value of C(n) 

in the communication range of all the mesh points in S. 

3) If nxmin is in AWAKE state, the routing weight factor from 

the client to nxmin is computed and nxmin is added to S. If 

nxmin is in AWAKE state, alternative mesh points in 

ascending order of C(n) are sought and this step is 

repeated. If no other mesh point can be found, the 

Communication Route State Detector in the MAC-layer 

router operation cycle management scheme notifies this 

situation to the QoS-based Decision Maker and waits 

until the next period of C(n) calculation comes.  

4) If a new mesh point is added to S, the algorithm checks if 

S contains the mesh data source. If so, it establishes the 

route with all the mesh points in S, using the mesh client 

as the start point and the mesh data source as the end 

point. Once the route has been set up, the algorithm waits 

for the next period of C(n) calculation. 

Fig.3 presents the diagram which details the energy-aware 

routing algorithm. 

C. MAC-layer-based Adaptive Management of Router 

Operation Cycle 

The router operation cycle management scheme presented in 

E-Mesh defines the time periods of AWAKE and SLEEP states 

of mesh routers in details and adjusts them in a different and 

more intelligent way in comparison with the DTIM beacon 

mechanism in the standard IEEE 802.11s. 

The algorithm uses the following parameters: 

1) U – a measurement of how many times the mesh client is 

unable to communicate with any router. 

2) THU – an upper threshold value of U until which the 

communication disruption is considered normal. 

3) TD – the time period in which the algorithm waits for the 

increase of U. 

The router operation cycle adaptive management algorithm 

is described as follows: 

1) At the initialization, U is set to 0.  

2) When the Communication Route State Detector finds 

that all the mesh points in S are unable to find any awake 

neighbor mesh points, U is incremented by 1.  

3) When the value of U exceeds THU, the length of TA is 

increased by ΔTA (e.g. 0.5 times the original value) by the 

QoS-based Decision Maker.  

4) When an event of 3) occurs, if after a period of time TD, 

U does not increase again, it is decreased by 1. U has a 

lower limit of 0.  

5) Every time when U decreases, the value of TA is reverted 

to the value before its last increase. 

The algorithm is detailed in Fig.4. 

V. SIMULATION-BASED TESTING AND RESULT ANALYSIS 

A. Topology and Scenarios 

This section presents the detailed settings for the 

S={client node}

Calculate C(ni) for every router ni

Sort C(ni) in the ascending order

nxmin is AWAKE

Find nxmin=min{C(nx)} for 

all nx, S neighbor nodes 
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Start transmission

Pre-stored info of each 

router

END
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Fig.3. Energy-aware Routing Algorithm in E-Mesh 
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Fig.4. Adaptive Operation Cycle Management in E-Mesh 
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simulation-based testing. Modeling and simulation was 

performed using NS-3 version 11. 

Two simulation scenarios are considered with the same 

topology, as shown in Fig.2. Each scenario contains one mesh 

source node which has the required video source, N mesh 

routers for data forwarding and one mesh client. The position 

of each of these N routers is randomly distributed in a circular 

area with radius R. All the mesh routers keep moving under 

random velocity and direction inside the range of the circular 

area. The mesh client is moving under a constant velocity, 

with its initial position to be set at the edge of the circular area. 

The location of the mesh data source is fixed at the center of 

the circular area of consideration. The first scenario uses the 

standard IEEE 802.11s protocol, while the second one has the 

proposed E-Mesh solution deployed. Both scenarios are 

initialized with the parameters listed in Table I. In the E-Mesh 

scenario, the additional parameters listed in Table II are used. 

B. Simulation-based Energy Models 

The energy model used in both scenarios is an extension of 

the energy model provided by NS-3, which measures the 

power of mesh devices by multiplying two main factors: 

1) Voltage: The voltage is set in the initialization stage of 

the topology with a fixed value. 

2) Radio current intensity: NS-3 supports five different 

working states of each mesh device in the physical layer. 

In each of them the mesh device has associated different 

current intensities. Our extended energy model includes 

an additional SLEEP state, relevant to our research: 

a) IDLE: the device is idle (current intensity I = 

426μA) 

b) CCA_BUSY: the device has sensed the medium 

busy through the CCA mechanism (I = 426μA) 

c) TX: the device is sending a packet (I = 17.4mA) 

d) RX: the device is receiving a packet (I = 19.7mA) 

e) SWITCHING: the device is switching to another 

channel if it is multi-channel (I = 426μA) 

f) SLEEP: the device is off (I = 20uA) 

C. Results Analysis 

As shown in Fig.5, 6 and 7, during the simulation the energy 

consumption in the E-Mesh scenario experiences a significant 

decrease of 13.3% in comparison with the value computed in 

the IEEE 802.11s scenario, while the throughput remains 

roughly the same. Although the loss rate increases with 

approximately 1.94% during the simulation, the value remains 

at a normal level for wireless communications.  

The video quality is estimated in terms of the Peak 

Signal-to-Noise Ratio (PSNR), which translates the effect of 

bit rate and loss on user perceived quality according to the 

formula [17] presented in equation (6). Table III indicates the 

relationship between various PSNR values and the 

corresponding user perceived quality levels as associated by 

the ITU T. P.800 standard [18]. 

      =      1 (
     𝑖     

√(       −       ) 
)         (6) 

In equation (6), MAX_Bitrate is the average bit rate of the 

TABLE I 
COMMON PARAMETERS USED IN BOTH SCENARIOS 

Symbol Quantity Value 

N 
Number of mesh routers in the wireless 

mesh network topology 
20 

R 
Radius of the circular coverage area of the 

wireless mesh network topology 
200 (meters) 

V Moving speed of the mesh client 2 (meters/s) 

Thu Data rate 2 (Mbps) 

 
TABLE II 

ADDITIONAL PARAMETERS USED IN THE E-MESH SCENARIO 

Symbol Quantity value 

Dmin 
Minimum distance between the mesh client 

and each mesh router 
0 (meter) 

Dmax 
Maximum distance between the mesh client 

and each mesh router 
150 (meters) 

Emax 
Maximum amount of remaining energy of 

each mesh router 
10 (Joule) 

Lmin 
Minimum network traffic load of each mesh 

router 0 (Mbps) 

Lmax 
Maximum network traffic load passing each 

mesh router 
2 (Mbps) 

t The operation cycle period of a mesh router 10 (s) 

T The overall simulation time 200 (s) 
TA The SLEEP period in the operation cycle 2.5 (s) 

TD A certain time period 10 (s) 

THU 
Threshold value of U in the operation cycle 

handling mechanism 
10 

Wd Weight factor for the distance score 0.1 

We Weight factor for the energy score 0.2 

Wl Weight factor for the traffic load score 0.1 

 

TABLE IV 

COMPARISON BETWEEN 802.11S AND E-MESH IN TERMS OF ENERGY 

CONSUMPTION, AVERAGE THROUGHPUT, LOSS RATE AND AVERAGE 

PSNR FOR DIFFERENT DATA RATES 

Data Rate 

(Mbps) 

Energy Consumption 

(Joule/s) 

Average Throughput 

(Mbps) 
 

 802.11s E-Mesh 802.11s E-Mesh  

1 0.718 0.673 0.945 0.876  

2 1.124 0.635 1.965 1.927 
 

5.5 0.747 0.607 4.533 3.771  

Data Rate 

(Mbps) 
Loss Rate (%) Average PSNR (dB)  

 802.11s E-Mesh 802.11s E-Mesh  

1 2.708 5.758 31.471 24.514  

2 1.761 3.700 36.532 29.420  

5.5 9.703 16.944 20.853 11.618  

 

TABLE III 
RELATIONSHIP BETWEEN PSNR AND USER PERCEIVED QUALITY LEVELS 

Symbol 
User Perceived 

Quality Level 
Value 

>37 Excellent Imperceptible 

31-37 Good Perceptible but not annoying 

25-31 Fair Slightly annoying 

20-25 Poor Annoying 

<20 Bad Very annoying 
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data stream transmitted, EXP_Thr is the average throughput 

expected to be obtained and CRT_Thr is the actual average 

measured throughput.  

According to Table I, the value of MAX_Bitrate and 

EXP_Thr in equation (9) is 2 Mbps during simulation, 

therefore using the results shown in Fig.7, the PSNR values 

are computed and shown in Fig.8. 

Fig.8 indicates that the quality of the E-Mesh-based video 

delivery scenario has decreased with approximately 5 dB in 

comparison with that obtained in the IEEE 802.11s scenario, 

but it is still close to the “Good” level of user perceived 

quality according to Table III. 

Testing results were also generated for the two scenarios 

with three different data rates supported by the IEEE 802.11s 

standard. Table IV shows the energy consumption and 

delivery performance parameters for both E-Mesh and IEEE 

802.11s mesh networks with data rates of 1, 2 and 5.5 Mbps. 

The table presents the results computed for the payload only, 

removing the influence of overhead delivery.  

When the data rate is 1 Mbps, the IEEE 802.11s scenario has 

a throughput of 0.945 Mbps and E-Mesh has the throughput of 

0.876 Mbps. Due to the expected increase of loss from 2.71% 

to 5.76% caused by the increase in router nodes’ sleep time, 

the average PSNR decreases for the E-Mesh in comparison 

with IEEE 802.11s roughly 6 dB. In this case there is about 

6.3% reduction in the energy consumption rate, which is – as 

expected - the lowest in the three cases.   

In the 2 Mbps data rate case, a significant 43.51% reduction 

in the energy consumption rate is obtained by the E-Mesh 

scenario in comparison with the IEEE 802.11s scenario, which 

is the highest in the three cases. Meanwhile the throughput 

obtained by the E-Mesh scenario is 1.927 Mbps, which is 

roughly the same as the 1.965 Mbps obtained in the IEEE 

802.11s scenario, but with a better jitter 0.013 versus 0.016 in 

the IEEE 802.11s case. The loss rate of the IEEE 802.11s 

scenario decreases from 2.71% to 1.76% in comparison with 

the case of 1 Mbps data rate, with the decrease on the loss rate 

for the E-Mesh scenario from 5.76% to 3.7%. The PSNR 

value of the E-Mesh scenario has an approximately 6 dB 

decrease in comparison with that of the IEEE 802.11s scenario, 

but remaining around the 31-dB threshold between the “Fair” 

and “Good” user perceived quality levels, according to Table 

III.  

In the 5.5 Mbps data rate case, the reduction of energy 

consumption has dropped, but it is still 18.74%. The 

throughputs of the IEEE 802.11s and E-Mesh cases are 4.533 

Mbps and 3.771 Mbps respectively, and both scenarios 

experience significant loss rates, which determine severe 

reductions in PSNR levels. It is clear that a 5.5 Mbps data rate, 

which is typically achieved in single hop IEEE 802.11b 

networks, is too optimistic for both multi-hop scenarios 

considered here and trading video quality for energy savings 

does not help. However, error concealment methods can be 

used in conjunction with E-Mesh-based video delivery to 

reduce the negative effect of loss in the user perceived quality. 

 
Fig.5. Remaining energy levels 

 
Fig.6. Loss rate 

 
Fig.7. Average throughput 

 
Fig.8. PSNR 
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VI. CONCLUSIONS AND FUTURE WORK 

This paper proposes E-Mesh, an energy-aware cross-layer 

video delivery solution for wireless mesh networks. It includes 

energy-efficient router operation cycle management scheme 

and an energy-related enhancement of a classic routing 

algorithm. Simulation-based testing shows how our scheme 

improves energy consumption in comparison with the standard 

IEEE 802.11s while trades energy-saving with video 

transmission QoS with less than 20% of quality decrease. 

To get better effect of saving energy and improvement of 

QoS, the future work includes the enhancement of the routing 

algorithm and a more effective adaptive operation cycle 

management mechanism. Also to consider real time usage, 

there are possible improvements on introducing real time 

video streams into the network scenario, with different 

protocols such as RTP or RTSP. 

REFERENCES 

[1] W. Ye, J. Heidemann, D. Estrin, “An Energy-Efficient MAC Protocol for 
Wireless Sensor Networks”, IEEE INFOCOM, New York, USA, vol.3, 

pp. 1567-1576, Jun. 2002 

[2] T. van Dam, K. Langendoen, “An Adaptive Energy-Efficient MAC 
Protocol for Wireless Sensor Networks”, ACM SenSys, Los Angeles, 

USA, pp.171-180, Nov. 2003 

[3] G. Lu, B. Krishnamachari, C. S. Raghavendra, “An Adaptive 
Energy-Efficient and Low-Latency MAC for Data Gathering in Wireless 

Sensor Networks”, IPDPS, Santa Fe, USA, pp. 224, April 2004 

[4] T. Zheng, S. Radhakrishnan, V. Sarangan, “PMAC: an adaptive 
energy-efficient MAC protocol for wireless sensor networks”, IPDPS, 

Denver, USA, pp. 8, April 2005 
[5] M. Buettner, G. V. Yee, E. Anderson, R. Han, “X-MAC: a short 

preamble MAC protocol for duty-cycled wireless sensor networks”, 

ACM SenSys, Boulder, USA, pp. 307-320, Oct.-Nov. 2006 
[6] S. Du, A. K. Saha, D. B.Johnson, “R-MAC: A Routing-Enhanced 

Duty-Cycle MAC Protocol for Wireless Sensor Networks”, IEEE 

INFOCOM, Anchorage USA, pp. 1478-1486, May 2007 
[7] Y. Sun, O. Gurewitz, D. B. Johnson, “RI-MAC: A Receiver-Initiated 

Asynchronous Duty Cycle MAC Protocol for Dynamic Traffic Loads in 

Wireless Sensor Networks”, ACM SenSys Raleigh USA, pp.1-14, 2008 
[8] C. Fang, H. Liu, L. Qian, “LC-MAC: An Efficient MAC Protocol for the 

Long-Chain Wireless Sensor Networks”, CMC, China, pp.495 – 500, 

2011 
[9] McQuillan J., Richer I., Rosen E., “The New Routing Algorithm for the 

ARPANET”, IEEE Transactions on Communications, Vol. 38, no. 5, pp. 

711-719, 1980 
[10] P. Jacquet, P. Muhlethaler, T. Clausen, A. Laouiti, A. Qayyum, L. 

Viennot, “Optimized link state routing protocol for ad hoc networks”, 

IEEE INMIC, Lahore Cantt, Pakistan, pp. 62-68, Dec. 2001 
[11] C. Hedrick, " Routing Information Protocol", Rutgers University, 

RFC-1058, Jun. 1988 

[12] R. Dechter, J. Pearl, “Generalized best-first search strategies and the 
optimality of A*”, Journal of ACM, vol.32, no. 3, pp. 505-536, Jul. 1985 

[13] Richard E.Korf, “Linear-space best-first search”, Artificial Intelligence, 

vol.62, No. 1, pp. 41-78, Jul. 1993 
[14] S. Kirkpatrick, C. D. Gelatt Jr,  M. P. Vecchi, “Optimization by 

Simulated Annealing”, Science, vol. 220 no 4598, pp 671-680,May 1983 

[15] R. Ding, G.-M. Muntean, “An Energy-oriented Node Characteristics –
Aware Routing Algorithm for wireless LAN”, IEEE BMSB, Nuremberg, 

Germany, pp. 1-6, Jun. 2011 

[16] Joseph D. Camp, Edward W. Knightly, “The IEEE 802.11s Extended 
Service Set Mesh Networking Standard”, IEEE Communications 

Magazine, vol.46, no.8, pp. 120-126, Aug. 2008 

[17] Ns3::LogDistancePropagationLossModel Class Reference, Network 
Simulator 3 [Online]. Available: http://www.nsnam.org/docs/release/ 

3.13/doxygen/classns3_1_1_log_distance_propagation_loss_model.html 

[18] Theodore S. Rappaport (1991, May 10). Wireless Communications: 

Principles and Practice, 2nd Edition, CA: Prentice Hall, 2002, pp. 70-73 

[19] S.-B. Lee, G.-M. Muntean, Alan F. Smeaton, “Performance-Aware 

Replication of Distributed Pre-Recorded IPTV Content”, IEEE 
Transactions on Broadcasting, vol.55, no. 2, pp.516-526, Jun. 2009 

[20] ITU-T Recommendation P.800. Methods for subjective determination of 

transmission quality, August 1996 


