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Abstract Multimedia streaming over heterogeneous wireless networks has attracted
significant interest in recent years from both telecom network operators and end users.
However, the heterogeneity of the wireless network makes it very difficult to synchronize
real-time multimedia streaming to different types of end-user devices across different wire-
less networks. In addition, with different delay and packet loss across different networks,
multimedia delivery over the heterogeneous wireless networks cannot provide good qual-
ity streaming video. This paper proposes CASHeW—a novel cluster-based design with an
in-built feedback-based adaptive mechanism that results in a higher video perceived quality
in two-hop heterogeneous wireless network environments. CASHeW employs a proxy-cli-
ent-server mechanism between the base station (BS) and the end-user; and importantly uses
a quality-oriented adaptive scheme for efficient multimedia delivery. Simulation-based tests
indicate that the performance of CASHeW not only outperforms transport layer adaptive
delivery protocols like the TCP-Friendly Rate Control Protocol (TFRCP) and Loss Delay
Adaptation (LDA+), but also is better than that of medium access control (MAC) layer pro-
tocols such as the Receiver Based Auto Rate (RBAR) and Enhanced Distributed Channel
Access (EDCA) in terms of average perceived quality, average bit rate and loss rate.

Keywords Adaptive scheme - Base station - Cluster-based design - Gateway -
Mobile station - Multimedia - Two-hop
1 Introduction

The wireless industry has evolved rapidly over the last decade or so. The wireless technol-
ogy has progressed from carrying simple voice services and basic text-based messages to
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Fig. 1 General multihop cellular architecture

more complex email and web traffic, and then to supporting multimedia applications like
voice over IP, video conferencing and video-on-demand. The user today not only wants to
stay connected at any place and at any point of time, but also wants high quality infor-
mation and entertainment programs at a very affordable cost. The next generation wireless
networks strive to achieve these requirements and in the process, have brought many sig-
nificant changes in data networking including an all-IP approach [1]. Therefore, in order to
support video transmission over a wide coverage area, a fundamental change in the wireless
architecture is required.

A ubiquitous wireless multimedia transmission calls for communication across a heter-
ogeneous wireless network which in-turn demands multihop communication between the
source and the destination node. The multimedia transmission between different wireless
devices would be established over a multihop heterogeneous wireless network (Wi-Fi,
WLAN, WiMAX, WAN, MAN, etc) using a novel proxy-client-server model. However,
multihop design causes an increase in the overhead signals, and significantly, results in an
increase in time delay in the network [2]. In addition, real-time delivery of information is
extremely time-sensitive and does not allow delay and jitter in the incoming signals. Given
these technological bottlenecks, in spite of being extensively researched over the last decade,
peer-to-peer distributed multihop transmission for multimedia delivery would probably take
few more years to come up as a practical solution [3].

A heterogeneous hierarchical multihop design with a single central entity and several
smaller devices that would serve as intermediate relays is shown in Fig. 1. The relays reduce
the transmission distance between a Tx—Rx pair which in turn reduces the power requirement
and at the same time, increases the achievable maximum data rate of a communicating link
[4].

There have been a couple of landmark papers on multihop wireless network over the
last decade for high data rate transmission [5,6]. Kumar [5,7] proved that the data rate and
thereby the system capacity increases as O (nz) with an increase in the number of nodes n
in the network. In a landmark paper, Grossglauser and Tse [6] proved that mobility of a node
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in a network can actually cause an increase in the data rate in a multihop wireless network.
In another significant result, it is shown that the data rate can be increased significantly
along with a significant reduction in the outage when the traffic is diverted from kot (highly
loaded) cells to cool (lightly loaded) cells in a cellular network [8]. However, these benefits
are obtained at the expense of an increase in the complexity of solution management, required
signaling and most importantly in the power consumption at the relay nodes. In addition,
optimum resource allocation in multihop cellular networks is an NP-hard problem [9]. Also,
the deployment costs increase with an increase in the number of hops. Hence, a great amount
of focus for high data rate solutions in recent years has been on two-hop wireless networks
[10-12].

An important aspect during multimedia transmission over wireless networks is the contin-
uous variation in the end-user perceived quality due to the continually changing conditions
in the wireless channel. Additionally, there are different kinds of wireless devices (laptops,
PDAs, smart phones, etc.) which have different screen sizes and device characteristics and
require personalized treatment. In order to ensure that all users receive good video quality lev-
els at their various devices, the multimedia content delivery needs to be adapted dynamically
to current wireless network conditions.

This paper proposes CASHeW—a novel cluster-based feedback-oriented adaptive scheme
for quality-oriented multimedia streaming across two-hop heterogeneous wireless networks.
CASHeW employs a two-stage adaptation mechanism deployed in a client-proxy-server man-
ner, which extends the Quality-Oriented Adaptive Scheme (QOAS) proposed for deployment
in single hop networks [13]. It involves client multimedia delivery quality monitoring and
feedback sending, proxy-side preliminary adaptation decision making and relaying of infor-
mation to the server and server-based aggregation of data, final adaptation decision making
and delivery process adjustment.

The description of CASHeW includes the two-hop network-based architecture and the
feedback-oriented adaptive mechanism. The performance of CASHeW is analyzed in terms
of the average end-user perceived quality, average throughput and loss rate; and is compared
with other existing protocols in both single-hop homogeneous and two-hop heterogeneous
network environments.

The organization of this paper is as follows: Sect. 2 contains related works, Sect. 3 describes
CASHeW in detail and Sect. 4 presents testing and performance analysis. Finally, Sect. 5
concludes the paper.

2 Related Works

The demand for multimedia streaming in wireless communications has experienced signifi-
cant growth in recent years. Various avenues have been researched in order to increase user
perceived quality and several approaches have been proposed. TCP-Friendly Rate Control
Protocol (TFRCP) is a unicast transport layer protocol designed for multimedia streaming
which provides nearly the same throughput as that of TCP over wired networks [14]. TFRCP
enables delivery rate adaptation to network conditions making use of regularly updated
delivery-related information such as round trip time and packet loss [15]. The main disad-
vantage of TFRCP is that it considers loss to be caused by congestion only. Consequently,
TFRCP flow over wireless link experiences performance degradation as it cannot distinguish
wireless loss over congestion loss. Similar to TFRCP, the Enhanced Loss Delay Adapta-
tion algorithm (LDA+) also regulates the transmission behavior of multimedia transmitters
in accordance with network congestion [16]. LDA+ uses the information carried by the
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Real-Time Control Protocol (RTCP) to calculate loss and delay and uses it to adjust trans-
mission rates. As LDA+ also adapts the delivery based on un-differentiated loss, it has the
same limitations as that of TFRCP. Hence, both LDA+ and TFRCP do not provide good
adjustments in a dynamic wireless environment.

A more recent sender-based solution is the Rate Adaptation Protocol (RAP) [17], an
end-to-end congestion control mechanism which employs an additive-increase, multiplica-
tive-decrease (AIMD) algorithm. It is well suited for unicast delivery of real-time streams, but
was never properly tested in a wireless environment to see how it would cope with increased
and highly variable loss.

The Receiver-Based Auto Rate (RBAR), on the other hand, is a MAC layer protocol and
was designed specifically for wireless communication, making use of the Request-To-Send
(RTS)/Clear-To-Send (CTS) mechanism [18]. The main feature of RBAR is that both channel
quality estimation and rate selection mechanism are on the receiver side. This allows the chan-
nel quality estimation to access directly all the information available at the receiver (number
of multipath components, symbol error rate, received signal strength, etc.) and use it for
more accurate rate selection. In addition, since the rate selection is done during the RTS/CTS
exchange, the channel quality estimates are performed near to the actual transmission time of
the data packet unlike in the normal sender-based approaches when there are inherent delays
which may affect the accuracy of the estimation. In addition, instead of carrying the duration
of the reservation, the packets in RBAR carry the modulation rate and the size of the data
packet. This modification serves the dual purpose of providing a mechanism by which the
receiver can communicate the chosen rate to the sender, while still providing neighboring
nodes with sufficient information to calculate the duration of the requested reservation time
period.

The IEEE 802.11e Enhanced Distributed Channel Access (EDCA) can differentiate high
priority traffic such as real-time voice or video from low priority traffic at the MAC layer [19].
EDCA controls the access to the wireless channel based on channel access functions (CAFs).
Each CAF executes an independent back-off process to determine the transmission time of its
frames. Another receiver-based mechanism is the Receiver-driven Layered Multicast (RLM)
[20]. This application-layer protocol uses a cumulative layering, where data (audio, image,
video) is divided in different layers, where each layer provides refinement information to
the previous layers. Each layer is sent in a different multicast group. The sources take no
active role in the algorithm, as the receivers implement all the logic of the protocol, adapting
to the network conditions, i.e., each receiver adapts to congestion by joining and leaving
multicast groups and consequently varying the amount of information which reaches them.
Finally, there is no explicit signaling between the receivers and routers or between the receiv-
ers and source. Even though this is good when multicast is enabled, in a wireless environment
there are still difficulties in implementing it.

It should be noted that the algorithms described above (sender-driven and receiver-driven
algorithms) do not directly consider user perceived video quality of streamed multimedia
content. In addition, the above-described algorithms do not provide any optimal congestion
control in wireless environments and therefore, they do not guarantee the necessary quality
of streamed multimedia content. Hence, it is imperative to develop new adaptive schemes or
improving the algorithms previously described. In addition, these protocols (TFRCP, LDA+,
RBAR and EDCA) do not show a smooth transition in the perceived quality, required for
adaptive multimedia transmission [21]. This explains why these protocols do not show good
adaptation results for multimedia on wireless communication.

The Quality Oriented Adaptive Scheme (QOAS) [22] is an application-layer adaptive
solution for multimedia delivery which actively involves user perceived quality estimation in
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the feedback-based multimedia adjustment process. Testing results have shown how QOAS
provides significant improvements in end-user perceived quality in both wired and especially
wireless environments.

It is important to note that, all the above-mentioned algorithms were designed for single-
hop solutions and they may not be suitable for using in multihop deliveries. In particular it is
worth noting that there are no specific transmission protocols for multihop wireless networks,
even for a two-hop scenario. Hence, there is a need to develop solutions which would cater
to the next generation networks’ demand for both single-hop and multihop delivery.

3 CASHeW Architecture—Cluster-based Design and Efficient Multimedia Delivery
Over Heterogeneous Wireless Network

3.1 Cluster-based Multihop Design

CASHeW is deployed on a cluster-based architecture designed for multi-hop heteroge-
neous wireless networks. In order to understand the principle of and the mechanism behind
CASHeW, the heterogeneous network architecture is initially restricted to two-hop, leaving
the design of CASHeW for solutions with higher number of hops to future work.

Figure 2 shows a schematic of a hierarchical cluster-based two-hop architecture where
there are six clusters in a circular coverage area, which is henceforth denoted as a cell. In
reality, the outer circular area could be a cell in a cellular network or the coverage area of
a WLAN environment. Each cell is initially divided into two layers: an inner layer and the
outer layer. The wireless nodes in the inner-layer communicate directly with the Base Station
(BS) whereas the wireless terminals in the outer-layer are grouped into several clusters and
communication is performed via an Access Point (AP). In the two-hop scenario considered
by CASHeW, the link between the BS and the AP could be enabled by GPRS, 3G, WiIMAX
or IEEE 802.11 technologies, whereas the link between the AP and the end-user devices
or Mobile Stations (MS) would be usually an IEEE 802.11 or a UWB/Zigbee network. In
general, the heterogeneity in the multihop network could be realized by having different
wireless technologies across the different communicating links. Importantly, in this paper, it
is considered that the APs (relays/proxy-server) would be able to seamlessly switch between
the two heterogeneous wireless technologies.

The CASHeW adaptive scheme in this cluster-based design has two server-client instances
(one between the BS and the AP and the other between the AP and the end-users’). For each
of the clusters, the AP acts as both client (for the server) and as server (for the end-users) and
hence it enables bridging between the two components of the heterogeneous wireless net-
work environment, establishing a proxy-client-server architecture and performing two-hop
adaptive streaming.

One of the main limitations in the implementation of such a multihop design for wireless
network is the interference arising from simultaneous communication of multiple communi-
cating pairs [23]. A Protocol Model is considered for interference avoidance in this two-hop
design, as is done in the landmark paper of Gupta and Kumar [5]. As per this model, if
there is any transmitter (Tx)—receiver (Rx) pair of distance, d., communicating with each
other, then an exclusion region of rwice the transmission distance, i.e., 2d,, is defined around
the Rx node. All transmitters that are outside the exclusion region of the desired receiver
can transmit simultaneously along with the Tx, provided all the transmitters are outside the
exclusion region of all other simultaneously communicating receivers.
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Fig. 2 CASHeW: Two-hop cluster-based architecture in a single cell (hexagon) scenario

The reusability of the available spectrum resource (time slot in a TDMA system and a
frequency band in an FDMA system) is increased in the cluster-based design by allowing
two multihop clusters in any cell to utilize the same spectrum resource [24]. For example,
Fig. 2 shows how the clusters MH1a and MH1b are located at diametrically opposite sides
of the BS. One can visualize that under the Protocol Model, APla can download to any
MS in its cluster (maximum transmission between APla and its MS of the same cluster is
r/2) using a given spectrum resource, and the BS could download to AP1b that is located
at a distance of r from APla, in the opposite cluster of the same multihop cell. Hence, two
communicating pairs in the given cell utilize the same spectrum resource. In fact, this idea
has also been extended to a multi-cellular network design where the given resource is not
only used fwice in the same cell but also by two different pairs in every cell in the network,
thereby ensuring a frequency reuse ratio of one in the wireless network. In a recent paper
[25], the authors have analyzed mathematically and also observed through simulations that
the prominent source of interference is always the intra-cell interferer. One should note that
the number of clusters per cell in the cluster-based design need not be always six, though six
has been found to be the optimum value for a cellular network [26]. It could be two, four,
six, eight, ten or higher. However, it should be noted that the number of clusters per unit area
has to be an “even” number due to the basic principle of simultaneous transmission of com-
munication pairs located in the diametrically opposite clusters noted that the cluster-based
mechanism in CASHeW could be further analyzed, especially in terms of maintaining the
clusters, the selection of cluster heads (i.e., the access points) and dynamically changing the
cluster-heads.

The cluster-based architecture illustrated in Fig. 2 has three main advantages. First, a
cluster network facilitates the spatial reuse of resources within a coverage area which in-turn
increases the system capacity and the aggregate data rate. The second benefit is in routing,
where a heterogeneous cluster-based design with a central entity simplifies the selection of
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the cluster-heads. Finally, a cluster-based design makes a multihop wireless network appear
smaller and more stable from the perspective of a mobile terminal [27]. It should be noted
that the cluster-based mechanism in CASHeW could be further analyzed, especially in terms
of maintaining the clusters, the selection of cluster heads (i.e., the access points) and dynam-
ically changing the shape of the clusters with the incoming or outgoing of wireless devices.
However, these detailed architectural issues of the cluster-based design are beyond the scope
of this paper. A detailed state-of-the-art explanation on the cluster-based design can be found
in [12,24,28].

The primary aim of integrating an adaptive scheme for cluster-based design is to maintain
a high end-user perceived video quality (Q) even with an increase in the number of wireless
devices in the network. The basic idea is to vary Q in a controlled manner while maintaining
continuity in the streaming process [22]. During downlink, the BS acts as a server whereas the
MSs become the end-user clients that compute the quality of delivery of the received stream.
During uplink, BS acts as a client that computes the quality of delivery of the received stream
and the MSs act as servers which have a feedback-based traffic controlling mechanism. Since
the AP lies between the BS and MSs in the end-to-end link, it acts as both client and server
in both uplink and downlink. An illustration of the adaptive scheme deployment on two-hop
architecture for downlink transmission is shown in Fig. 3. The proxy acts as client for the
BS and as a server for the end-users. The client-server configuration can be similarly derived
for the uplink mode.

3.2 Quality-Oriented Adaptive Mechanism for Multimedia Delivery

CASHeW enhances QOAS with support for enabling multihop adaptive multimedia deliv-
ery. It employs QOAS’s client-side multimedia quality of delivery monitoring mecha-
nism Quality of Delivery Grading Scheme (QoDGS) and server-side Server Arbitration
Scheme (SAS). The former monitors the transmission quality and regularly computes
Quality of Delivery (QoD) scores, which are used in the feedback mechanism to in-
form the server. SAS receives these grades and takes adaptation decisions. A quality state
model was defined for the multimedia delivery process such that a particular stream qual-
ity is assigned for each state. These qualities differ in terms of bitrate (i.e. frame-rate,
resolution or color depth), but also in the consequently expected user perceived quality
[29], but they refer to the same multimedia content. A five state model is illustrated in
Fig. 4.

When there is a decrease in the client-reported quality of delivery, the server switches
to lower quality states hoping that by reducing the transmitted rate, the pressure on the
delivery network will reduce and consequently lower loss will be achieved, increasing
the actual user perceived quality. When there is an increase in the reported perceived quality,
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the server assumes that there is available transport capacity within the network and switches
to higher quality states, increasing the multimedia delivery rate which, in the absence of
loss, determines a user perceived quality increase. During up-scale or down-scale in the
stream quality, the streaming rate is varied, helping the network to either recover from con-
gestion or carry higher amounts of data and therefore improve the quality of transmission,
respectively.

3.2.1 CASHeW—Quality of Delivery Grading Scheme (QoDGS)

The QoDGS at the client side monitors both short-term and long-term variations of packet
loss rate, delay and delay jitter thereby evaluating the effect of the delivery conditions
on end-user perceived quality. Short-term variations of parameters are monitored in or-
der to learn quickly about the problems like sudden traffic changes that may affect the
quality of delivery, whereas long-term monitoring considers the effect of changes in the
delivery conditions such as increase in the number of new users and different network
environments, thereby, introducing a degree of stability in the grading algorithm. There
are three stages in the QoDGS grading mechanism. In the first stage, QoDGS regularly
records the received stream’s quality of delivery by considering each monitored param-
eter as well as end-user quality as measured by the multimedia quality metric Q [29],
which maps the joint impact of bit-rate and data loss on video quality onto the ITU-
T R PI10 five-point grading scale [30]. In the second stage, partial weighted scores
that reflect the values and the variations of the monitored parameters are used to com-
pute short-term and long-term quality of delivery grades. In the third stage, these scores
are combined to determine an overall quality of delivery score (QoDscore). These fi-
nal QoDscores are regularly sent to server. More details about QoDGS are presented in
[22].

CASHeW requires full QoDGS modules both at the server (BS) and in the proxy (AP)
for uplink traffic and both at the proxy (AP) and the client (MS) for the two-hop adaptive
multimedia delivery.
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3.2.2 CASHeW—Server Arbitration Scheme (SAS)

The server-located SAS assesses the value of a number of consecutive QoDscores received
as feedback in order to reduce the effect of noise in the adaptive decision taking process. The
SAS suggests server quality state adjustment decisions based on the QoDscore. This process
is designed such that it requires fewer QoDscores to trigger a decrease in the server’s quality
state than for an increase. This is done in order to ensure a fast reaction during bad delivery
conditions. However, the increase in the quality is done slowly as compared to the decrease in
quality and is performed only when there is enough evidence that the network conditions have
improved. This asymmetry helps also to maintain system stability, by reducing the frequency
of quality variations [13].

CASHeW requires a slimmer version of SAS at proxy (AP)-side for both uplink and
downlink traffic as the actual adaptation decisions are taken at the MS and BS, respectively.
In fact the adaptation decision is taken at the level of AP based on the feedback received,
but instead of applying it at the proxy state, the decision will be sent to the server as feed-
back. The server (MS or BS in uplink or downlink, respectively) employs a more complex
version of SAS which takes its own adaptive decision based on the feedback received from
the proxy. This decision is compared with that taken by the proxy and received by the sender
via feedback and a final decision will be made to switch the server to the lowest quality state
among the two. This enables a stream with a lower bitrate to be sent across the two hops to
the receiver.

4 Performance Evaluation

4.1 Simulation Topologies

In case of multimedia transmissions, a server acts as the multimedia source that transmits
multimedia content to all wireless devices in its coverage area. The end-users are the cli-
ents which receive the multimedia information over an IEEE 802.11 g network. Figure 5
shows a dumbbell topology considered in the performance evaluation for the single-hop
homogeneous network scenario, wherein SO is the multimedia source and S1, S2, ..., SN the
background traffic senders which transmit information to the N clients C0, C1, C2, ..., CN
via the BS. The links between S0, S1, S2, ..., SN and BS are sufficiently provisioned not to
cause any delays or loss. Figure 6 shows the two-hop heterogeneous wireless communication
infrastructure (double-dumbbell topology), in which there is an intermediate relay denoted
AP between the sources and clients. SO and CO exchange multimedia traffic using different
solutions whose performance will be assessed, whereas S1, S2, ..., SN and C1, C2, ...,CN
exchange background traffic, respectively.

4.2 Simulation Setup

The simulation setup consists of a number of mobile nodes distributed in the given coverage
area. There is a sender located at the center of the coverage area. In case of a one-hop homo-
geneous network, the server communicates directly with all the wireless terminals in the
network. However, in case of the cluster-based two-hop design, there are six gateways/relays
across the coverage area, as shown in Fig. 2. The BSs/ routers of different cells/ regions have
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a wired link between them (100 Mbps). Hence, a hierarchical structure exists between the
server, the relays and the MSs, as shown in Fig. 2.

The system is simulated using server and client model instances built using Network
Simulator version 2.31 (NS-2) [31]. In order to maintain uniformity, the length of all
NS-2 simulations is kept at 200s. A binary phase shift keying (BPSK) modulation tech-
nique is considered at the physical layer. The heterogeneous environment for real-time
multimedia streaming is restricted to a TDMA-based 3G system and 802.11 g standard
across the two-hops. A TDMA based UTRA-TDD (UMTS Terrestrial Radio Access in
Time Division Duplexing) system is considered for communication between the BS and
AP; whereas an 802.11 g standard is considered for communication between the AP and
the end-users. The access point has functionalities similar to the F59333G SOHO router
that implements seamless connection between public wide area networks (UMTS in our
case) and IEEE 802.11 networks [32]. A slow-varying flat-fading channel is assumed
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Table 1 Average perceived quality in case of CBR over UDP periodic background traffic

Size of periodic Two-hop heterogeneous network Single-hop homogeneous network
traffic (Mbps)

CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA

1 x 0.6 20s ON-40s OFF 4.21 381 381 3.69 373 361 372 3.62 3.67
1 x 0.6 30s ON-60s OFF 4.03 369 372 342 353 349 3.62 346 348
1 x 0.8 20s ON-40s OFF 4.11 3.67 3.8 340 351 357 375 327 332
1 x 0.8 30s ON-60s OFF  3.87 331 358 3.01 301 321 358 3.01 3.02
1 x 1.0 20s ON-40s OFF 3.98 331 381 312 314 328 3.61 294 296
1 x 1.0. 30s ON-60s OFF 3.69 326 351 308 312 316 341 282 283

between the Tx—Rx pair across both the hops, throughout all the simulations. In addition,
a lognormal shadowing of 4dB standard deviation is considered throughout the analysis
[33]. At the MAC layer, an IEEE 802.11-based distributed coordination function (DCF) is
used.

4.3 Multimedia Traffic

Multimedia streams (audio and video) are transmitted over the one-hop and two-hop hier-
archical wireless environment. In order to have an efficient transmission, the video signals
are compressed using MPEG-4 [34]. A GOP with parameters N = 9 and M = 3 was used
(i.e. the IPB structure was IBBPBBPBB), where N is the distance between two successive
I-frames and M is the distance between I and the subsequent P-frames or between two suc-
cessive P-frames [35]. The traffic used in this paper was generated to resemble the encoding
of a news broadcast from the BBC at a frame rate of 30 frames/sec which generates 128 kbps
for a typical picture phone image (1.3 Mega pixels). In these conditions, a picture varies
between about 500 and 5,000 bits (with an average of 2,000 bits) which is within the range of
an acceptable packet size for the IEEE 802.11LAN [36]. The MPEG4 traffic was generated
using the Transform Expand Sample (TES) methodology developed in [37] and incorporated
into NS-2.31.

4.4 Scenarios, Assessment and Results

The performance of CASHeW is evaluated when sending a multimedia stream as described
in Sect. 4.2, while background traffic of different types and patterns is delivered over the same
network. This includes UDP (CBR periodic and CBR increasing and decreasing in staircase-
like manner) and TCP (FTP—long term file transfer-like and HTTP—WWW short-term
bursty traffic) as explained in [38]. Different sizes and shapes are considered so as to emulate
real life scenarios of various traffic sources with different average bit rates.

The simulation is done at the packet level and the performance of CASHeW is analyzed
in terms of perceived quality, loss rate and average throughput, and compared with that
when other solutions are employed. LDA+, TFRCP, RBAR and EDCA are used in turn for
delivering multimedia over one-hop homogeneous and cluster-based two-hop heterogeneous
networks, respectively. The end-user perceived quality is estimated using an equation which
considers coding bitrate, throughput and loss ratio [39]. The results are shown in Tables 1-9
respectively.
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Table 2 Average bit rate in case of CBR over UDP periodic background traffic

Size of periodic Two-hop heterogeneous network Single-hop homogeneous network
traffic (Mbps)

CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA

1 x 0.6 20s ON-40s OFF 0.73 0.72 0.72 070 071 071 071 0.70 0.71
1 x 0.6 30s ON-60s OFF 0.73 0.72 072 071 072 071 072 0.72 0.72
1 x 0.8 20s ON-40s OFF  0.75 072 073 073 073 074 073 073 0.73
1 x 0.8 30s ON-60s OFF  0.75 072 073 073 073 074 073 074 0.73
1 x 1.0 20s ON-40s OFF 0.81 078 0.79 077 078 076 0.77 0.76  0.76
1 % 1.0. 30s ON-60s OFF 0.81 079 079 078 0.784 0.77 0.77 0.76  0.76

Table 3 Average loss rate in case of CBR over UDP periodic background traffic

Size of periodic Two-hop heterogeneous network Single-hop homogeneous network
traffic (Mbps)
CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA

1 x 0.6 20s ON-40s OFF  0.08 0.12 038 0.18 024 020 042 022 0.26

1 x 0.6 30s ON-60s OFF  0.08 0.12 038 0.18 024 0.18 042 020 0.24

1 x 0.8 20s ON—40s OFF  0.04 0.16 034 0.16 020 0.16 040 0.18 0.20

1 x 0.8 30s ON-60s OFF  0.04 0.16 034 0.16 020 0.16 038 0.16 0.19

1 x 1.0 20s ON-40s OFF  0.01 0.10 021 0.2 0.18 0.14 024 0.14 0.16

1 x 1.0. 30s ON-60s OFF 0.01 0.10 021 012 0.18 0.14 024 0.14 0.16

Table 4 Average perceived quality for over CBR over UDP staircase-like background traffic

Size of staircase Two-hop heterogeneous network Single-hop homogeneous network
traffic (Mbps)

CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA

4 x 0.4 (UP 40 steps) 4.30 3.83 409 372 392 358 368 348 3.56
4 x 0.8 (UP 40 steps) 4.12 3.67 392 348 356 348 3.67 317 3.34
4 x 1.0 (UP 40 steps) 4.06 3.63 386 324 334 317 349 3.00 324
4 % 0.4 (DOWN 40 steps) 4.10 359 380 3.14 362 320 357 295 284
4 % 0.8 (DOWN 40 steps) 3.96 344 366 3.00 344 287 356 278  2.89
4 % 1.0 (DOWN 40 steps) 3.83 333 363 295 3.01 268 332 267 278

Table 5 Average bit rate for CBR over UDP staircase-like background traffic

Size of staircase Two-hop heterogeneous network Single-hop homogeneous network
traffic (Mbps)
CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA

4% 0.4 (UP 40 steps) 0.76 072 074 072 073 0.68 0.71 0.67 0.69

4 x 0.8 (UP 40 steps) 0.81 078 078 0.76 0.77 072 074 0.71 0.72

4 x 1.0 (UP 40 steps) 0.81 079 076 075 076 073 074 0.72 0.73

4x 0.4 (DOWN 40 steps) 0.74 0.68 068 0.67 0.68 074 075 073 0.73

4% 0.8 (DOWN 40 steps) 0.79 076 076 070 0.71 0.80 0.81 0.76 0.78

4% 1.0 (DOWN 40 steps) 0.81 0.80 0.80 072 0.73 081 0.80 0.80 0.80
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Table 6 Average loss rate for CBR over UDP staircase-like background traffic

Size of staircase Two-hop heterogeneous network Single-hop homogeneous network
traffic (Mbps)

CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA

4 % 0.4 (UP 40 steps) 0.04 0.08 024 008 0.10 026 046 024 0.26
4 % 0.8 (UP 40 steps) 0.00 0.03 0.18 0.14 0.16 0.18 042 020 0.24
4 % 1.0 (UP 40 steps) 0.00 0.04 0.8 0.10 0.12 0.18 040 0.18 0.19
4 x 0.4 (DOWN 40 steps) 0.06 0.10 0.16 0.12 0.14 0.18 0.28 0.18 0.19
4 x 0.8 (DOWN 40 steps) 0.01 0.04 0.14 0.12 0.14 0.14 024 0.16 0.18
4 x 1.0 (DOWN 40 steps) 0.00 0.03 0.14 0.12 0.12 0.13 024 0.16 0.18

Table 7 Average perceived quality for HTTP and—FTP over TCP as background traffic

Size of traffic Two-hop heterogeneous network Single-hop homogeneous network
Mbps
(Mbps) CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA
50 x FTP (200s) 4.11 3.81 4.00 3.69 3.62 3.61 3.90 3.51 3.48
54 x FTP (200s) 3.97 3.67 3.90 3.42 3.62 3.47 3.72 3.30 3.46
58 x FTP (200s) 3.80 3.50 3.71 3.40 3.46 3.30 3.61 3.28 3.42
40 x HTTP (200s)  4.81 441 4.59 3.01 3.23 4.20 4.39 2.75 2.93
50 x HTTP (200s)  4.56 4.26 4.36 3.12 3.09 4.06 4.16 2.66 2.72
60 x HTTP (200s) 4.16 3.86 4.06 3.08 3.28 3.68 3.92 2.80 291

Table 8 Average bit rate with HTTP and—FTP over TCP as background traffic

Size of traffic Two-hop heterogeneous network Single-hop homogeneous network
Mbps
(Mbps) CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA
50 x TP (200s) 0.76 0.73 0.72 0.70 0.71 0.71 0.71 0.69 0.70
54 x FTP (200s) 0.79 0.75 0.74 0.72 0.73 0.73 0.72 0.71 0.71
58 x FTP (200s) 0.81 0.76 0.76 0.75 0.75 0.75 0.73 0.73 0.74
40 x HTTP (200s)  0.71 0.70 0.70 0.71 0.77 0.69 0.68 0.70 0.70
50 x HTTP (200s)  0.72 0.71 0.72 0.71 0.77 0.70 0.70 0.70 0.70
60 x HTTP (200s)  0.78 0.73 0.75 0.76 0.76 0.71 0.74 0.76 0.76

Table 9 Average loss rate with HTTP and FTP over TCP as background traffic

Size of traffic Two-hop heterogeneous network Single-hop homogeneous network
Mbps

(Mbps) CASHeW TFRC LDA+ RBAR EDCA TFRC LDA+ RBAR EDCA
50 x FTP (200s) 0.01 0.10 0.10 0.10 0.09 0.14 0.20 0.18 0.2

54 x FTP (200s) 0.01 0.10 0.10 0.12 0.11 0.14 0.20 0.22 0.23
58 x FTP (200s) 0.04 0.12 0.14 0.12 0.12 0.14 0.18 0.22 0.24
40 x HTTP (200s)  0.01 0.04 0.11 0.14 0.13 0.14 0.14 0.24 0.26
50 x HTTP (200s)  0.01 0.04 0.12 0.14 0.13 0.14 0.14 0.24 0.27
60 x HTTP (200s)  0.05 0.09 0.15 0.12 0.14 0.19 0.18 0.18 0.24
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Loss Rate for UDP-CBR Periodic Traffic
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Fig. 7 Average loss rate for different protocols in case of UDP-CBR periodic traffic

4.4.1 UDP CBR Periodic

Tables 1, 2 and 3 present the performance results when CASHeW, TFRCP, LDA+, RBAR
and EDCA schemes are used to deliver multimedia traffic in parallel with CBR over UDP
background traffic which exhibits a periodic variation. The periodic background traffic is gen-
erated at 0.6, 0.8 and 1 Mbps with two different patterns: 20s-on-40s-off and 30s-on-60s-off.
It can be observed that for the delivery over the two-hop wireless network with 1 x 0.6 Mbps
CBR background traffic with 20s-on-40s-off period, the average estimated end-user perceived
quality of CASHeW is 4.21, whereas that of other solutions in this case is: 3.81 (TFRCP),
3.81 (LDA+), 3.69 (RBAR) and 3.73 (EDCA). Looking at Table 1, it can be observed that
regardless of changes in the background traffic rate and periodicity, the average end-user
perceived quality of CASHeW is significantly superior to the other methods. Additionally,
it can be seen clearly in Table 1 (and in all the subsequent Tables), that the performance of
all solutions employed are superior in case of a two-hop architecture as compared to that of
the same solution when employed to deliver multimedia over a single-hop infrastructure.

Tables 2 and 3 show how the performance of CASHeW is compared against other meth-
ods in terms of the average throughput and loss rate, respectively. The loss rate results are
also shown in Fig. 7 for two-hop network employing double dumbbell topology. It can be
observed that for all 3 background traffic patterns in this category (1 x 0.6 Mbps, 1 x 0.8 Mbps
and 1 x 1.0 Mbps), the loss rate of CASHeW is the lowest of all, whereas that of LDA+ is the
highest. Table 3 indicates another significant point, i.e., the loss rate remains constant (for all
protocols) when the periodicity is varied while keeping the background traffic rate the same.
Also, when the background traffic is varied, the loss rate changes accordingly independent
of the periodicity. This indicates that the loss rate depends only on the background traffic
and does not depend on the periodicity, so it can be concluded that well statistically multi-
plexed start-stop events of concurrent streaming sessions have no influence on the multimedia
delivery quality.

4.4.2 UDP CBR Staircase

In the case of CBR over UDP with staircase-like background traffic, there is a step-
wise variation (increase or decrease) in the bitrate of the background traffic every 40s. In
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addition, the rate either goes up or down in steps of 0.4 Mbps. For example, 0.3 Mbps 40s-
up in Table 2 indicates that a bit rate of 0.3 Mbps is increased by 0.4-0.7Mbps, then to
1.1 Mbps after additional 40s, etc. This simulates other multimedia streams joining or leav-
ing the network. Tables 4, 5 and 6 show the results in terms of average perceived quality,
average throughput and loss rate respectively in this situation. It can be observed across all
the rows in these tables that CASHeW significantly outperforms other adaptive solutions
over the two-hop wireless environment. Figure 10 shows the results for end-user perceived
quality in case of 4 x 0.4 Mbps traffic with 40 steps for both increase (UP) and decrease
(DOWN) in background traffic. It can be observed from Fig. 8a that in the UP case, the
perceived quality in case of CASHeW is 4.30 and is 12.1% higher than that of TFRCP
(3.83), 4.93% higher than that of LDA+ (4.10), 15.51% higher than that of RBAR (3.72)
and 9.6% higher than that of EDCA (3.92). It can also be observed from Fig. 8b that in
DOWN case, the improvement in the performance of CASHeW is even better. The esti-
mated end-user average perceived quality for CASHeW is 4.10 which is 13.93% higher
than that of TFRCP (3.60), 7.76% higher than that of LDA+ (3.80), 30.32% higher than
that of RBAR (3.14) and 13.1% higher than that of EDCA (3.62). It should also be noted
that the performance of all these protocols (LDA+, TFRCP, RBAR and EDCA) are supe-
rior in case of two-hop architecture than that of the same solutions used over a single-hop
network.

An important point is that the loss rate of CASHeW is extremely low (in the range of
0.00-0.06) whereas that of other protocols are considerably higher Notably though the per-
ceived quality of LDA+ is only 5-10% less than that of CASHeW the loss rate of LDA+ is
significantly higher (in the range of 014-024) In fact the loss rate of LDA+ is the highest of
all other protocols This justifies why LDA+ is not a preferred solution.

4.4.3 TCP FTP

In this case TCP is considered as background traffic with FTP (long-term file transfer)
and HTTP (short-term WWW traffic) scenarios. The performance results are shown in
Tables 7, 8 and 9, respectively. Figure 9a, b compare the perceived quality of CASHeW
with other solutions regardless of the FTP and WWW background traffic employed, respec-
tively. An important point to be noted from both Fig. 9a, b is that the average perceived
quality of CASHeW consistently remains better than that other protocols when employ-
ing the double dumbbell topology. In addition, in case of double dumbbell topology, it
can be observed from Fig. 10 that for different FTP traffic, the loss rate of CASHeW has
a very low value as compared to that of other protocols, i.e., TFRCP, LDA+, RBAR and
EDCA.

4.5 Extension to General Multihop Networks

A significant point to be noted is that there are two components of CASHeW that
would have to be modified while designing for a generalized hierarchical multihop
architecture. The first component is the distribution of client-server adaptive scheme
across several hops. This is a relatively easy task. In a higher number of multi-
ple hops, the functionality of the proxy-client-server can be distributed across several
intermediate relay nodes with each relay node acting as client or server, depending
upon whether the data is being transmitted in uplink or downlink mode. Additionally,
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Fig. 8 a Average perceived quality for different protocols in case of UDP-CBR staircase UP traffic (UP

40 steps). b Average perceived quality for different protocols in case of UDP-CBR staircase DOWN traffic
(DOWN 40 steps)

the quality-oriented adaptive scheme can be implemented over each hop, in order to
maintain the optimum video quality at every stage of the network, though this might
result in some delay. However, the second component in generalizing CASHeW to
higher number of multiple hops is the design of the cluster-based architecture. An up-
gradation of the cluster-based design from even two to three hops would result in an
extremely complex system—two layers of clusters, with six and twelve clusters respec-
tively, in a single cell. Hence, for a three-hop network, there would be 18 clusters in
every cell and in a four-hop scenario, there would be 36 clusters in any cell. The for-
mation of the clusters, the selection of cluster-head and maintenance of the clusters
in a mobile environment are highly complicated and challenging tasks that hinder the
design and implementation of the cluster-based design for general hierarchical multihop
networks.
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5 Conclusions

This paper proposes CASHeW, the cluster-based adaptive scheme for multimedia delivery
in heterogeneous wireless networks, which makes use of a resource-efficient cluster-based
architecture to delivery wirelessly adaptive multimedia. There are two main advantages of
CASHeW. Firstly, the cluster-based architecture, with clients that are located diametrically
opposite to the base station communicating simultaneously, provides a frequency reuse of
one in the wireless network, increasing the efficiency of transmission. Secondly, CASHeW
adapts the bit-rate of multimedia transmissions in a controlled manner depending on the
automatic feedback received from the client device over a two-hop infrastructure.

Extensive simulations and testing has demonstrated both superior multimedia quality in
the two-hop heterogeneous networks compared to a single-hop design, and that CASHeW
outperforms other transport layer adaptive solutions like TFRCP and LDA+ and MAC layer
protocols like RBAR and EDCA in a cluster-based hierarchical two-hop wireless network
environment. In addition, the loss rate is reduced when CASHeW is employed. These very
significant results would encourage the network operators to make use of quality oriented
adaptive schemes and implement the cluster-based solution in the design of next genera-
tion heterogeneous multihop wireless networks, in order to provide high quality multimedia
streaming to the wireless end-users.
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