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Abstract—Mobile devices equipped with multiple network interfaces can increase their throughput by making use of parallel
transmissions over multiple paths and bandwidth aggregation, enabled by the Stream Control Transport Protocol (SCTP). However,
the different bandwidth and delay of the multiple paths will determine data to be received out of order and in the absence of related
mechanisms to correct this, serious application-level performance degradations will occur. This paper proposes a novel Quality-aware
Adaptive Concurrent Multipath Transfer solution (CMT-QA) which utilizes SCTP for FTP-like data transmission and real-time video
delivery in wireless heterogeneous networks. CMT-QA monitors and analyses regularly each path’s data handling capability and
makes data delivery adaptation decisions in order to select the qualified paths for concurrent data transfer. CMT-QA includes a series
of mechanisms to distribute data chunks over multiple paths intelligently and control the data traffic rate of each path independently.
CMT-QA’s goal is to mitigate the out-of-order data reception by reducing the reordering delay and unnecessary fast retransmissions.
CMT-QA can effectively differentiate between different types of packet loss to avoid unreasonable congestion window adjustments for
retransmissions. Simulations show how CMT-QA outperforms existing solutions in terms of performance and quality of service.
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1 INTRODUCTION

IN recent years, wireless communication technologies
have experienced an extremely rapid development.

Supported by the latest technological advances, mobile
devices have also become smarter and many are already
equipped with multiple network interfaces [1]. Large
number of increasingly complex services and applica-
tions in various areas of interest, including business
and entertainment, are widely offered to users of these
mobile devices over the wireless networks, making use
of their ubiquitous access support [2], [3], [4]. However,
the heterogeneity of the wireless network environment
requires additional solutions in order to enable smooth
high quality service provisioning. The Stream Control
Transmission Protocol (SCTP) [5], [6], [7], with its multi-
homing feature [8] and SCTP’s dynamic reconfiguration
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extension (mSCTP) [9] are very promising protocols to
support efficient data transmission, including seamless
handover in heterogeneous wireless networks.

Concurrent Multipath Transfer (CMT) uses SCTP’s
multihoming feature to concurrently distribute data
across multiple independent end-to-end paths in a mul-
tihomed SCTP association [10], [11]. Mobile devices e-
quipped with multiple network interfaces can achieve
bandwidth aggregation by using CMT to improve data
throughput, bandwidth resource utilization and system
robustness [12]. Figure 1 illustrates CMT usage in a
heterogeneous wireless environment. It shows how a
smart phone can concurrently use both 3G and WiFi
access links to communicate with the server. It also
indicates how a vehicle can communicate with the server
by connecting to nearby Road Side Units (RSU) covered
by gateways in a vehicular network scenario. The vehicle
can avail from seamless handover between RSUs using
IEEE 802.11r and can use 3G and IEEE 802.11p for com-
munication concurrently. This approach improves the
communication reliability and protects against connec-
tion failures, common in vehicular scenarios [13]. CMT
is regarded as the ideal solution for content-rich real-time
multimedia streaming applications with stringent band-
width, delay, and loss requirements in heterogeneous
wireless networks [12], [14], [15].

However, there is still significant ongoing work ad-
dressing many challenges of the SCTP CMT. The classic
CMT strategy mainly uses a round-robin method to split
SCTP packets over all available paths in an equal-share
way without considering the path quality differences in
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Fig. 1. CMT in a heterogeneous wireless network envi-
ronment.

terms of bandwidth, delay and other QoS-related net-
working parameters. The ”blind” round-robin approach
for scheduling data chunks over heterogeneous wireless
networks will undoubtedly cause serious problems in
data delivery because asymmetric paths with different
quality characteristics are more common and sensitive to
variations in wireless networks than in wired networks.
The receiver side has to maintain a great number of out-
of-order data chunks for reordering. Consequently, CMT
often suffers from significant receiver buffer blocking
problems, which degrades transmission efficiency. Fur-
ther, the increased out-of-order data and Selective Ac-
knowledgement (SACK) segments will result in higher
number of unnecessary fast retransmissions, additional
reductions of the congestion window and higher over-
head due to SACKs. At the same time, in multihomed
wireless mobile networks, the mobile devices, such as
PDAs, smart phones and embedded systems, have in
general very limited memory capacity and little free
space for the receiver buffer. Constrained receiver buffers
cause even more serious concerns if different paths
have disparate path characteristics in the heterogeneous
wireless network environment.

This paper proposes a novel Quality-aware Adaptive
Concurrent Multipath Transfer solution (CMT-QA) for
data delivery in heterogeneous wireless networks. CMT-
QA is aware of multiple paths’ communication status
and evaluates their quality in real time. Based on the
evaluation, CMT-QA distributes SCTP packets over var-
ious paths in optimal manner according to their differ-
ent handling capabilities. Furthermore, CMT-QA intro-
duces an intelligent retransmission policy which avoids
possible unreasonable performance degradations caused
by data retransmissions using the current approaches.
The simulation results show how CMT-QA effectively
achieves better performance in comparison with basic
SCTP’s Concurrent Multipath Transfer strategies in sce-
narios with various network characteristics.

2 RELATED WORK

Recently CMT has attracted extensive academic research
interests. Dreibholz et al. [7] investigated the ongoing
SCTP standardization progress in the IETF and gave an
overview of activities and challenges in the areas of con-
current multipath transport and security. Wallace et al.
[8] presented a comprehensive review of the SCTP and
discussed contributions in three related research areas:
concurrent multipath transfer, handover management,
and cross-layer activities. CMT is highlighted as one of
the hot research topics in the context of the multihoming-
based SCTP.

Huang et al. [13] proposed a fast retransmission solu-
tion enabled by the use of relay gateways for CMT (RG-
CMT) in vehicular networks to deal with packet loss.
When the packets are lost due to handover, RG-CMT is
able to fast retransmit them from the relay gateway to the
vehicle, which saves transmission time and bandwidth.
A wireless CMT SCTP (WCMT-SCTP) was proposed by
our team in a previous work [16]. Both simulation and
analysis results show how WCMT-SCTP improves the
system throughput significantly in ad-hoc networks.

CMT-based multimedia streaming has attracted in-
creasing attention from various researchers. Huang et
al. [14] proposed a partially reliable-concurrent multi-
path transfer (PR-CMT) protocol for multimedia stream-
ing. PR-CMT prevents having large gaps between two
playable frames in order to have good video quality. We
proposed a novel realistic evaluation tool-set [12] [15]
to analyze and optimize the performance of multimedia
distribution when making use of a CMT-based multi-
homing SCTP approach.

Iyengar et al. [10] proposed CMT and identified CMT’s
three negative side effects: (1) unnecessary fast retrans-
missions; (2) overly conservative congestion window
(cwnd) growth; (3) increased acknowledgement traffic.
CMT with a Potentially Failed state (CMT-PF) was pro-
posed by Natarajan et al. [11]. A path that experiences a
single timeout is marked as a ”potentially failed” (PF),
indicating doubts in its communication reliability. A PF
path is not used for data transmission or retransmission
until it is back to a fully active state. CMT-PF reduces the
detection latency of link failures and improves CMT’s
throughput. However, CMT-PF uses the same round-
robin schedule of CMT to send packets equally over all
the paths, despite their very likely different capacities.

Fracchia et al. [6] introduced WiSE, a strategy for best
path selection among the available alternative paths.
Unfortunately WiSE did not take into account any of
the benefits brought by CMT. Yang et al. [17] proposed a
range-based path selection method (RPS) for CMT. It was
found that as the number of paths increases, the path
selection solution space increases exponentially, while
receiver buffer efficiency decreases. The authors model
the CMT throughput and design RPS to select paths
according to receiver buffer size. Liao et al. [18] also
proposed a multipath selection strategy to exploit the
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paths diversity by taking potential path correlation into
account, which avoids underlying shared bottlenecks. A
rate allocation model for best path transfer was present-
ed by our team in [19] and we showed that it achieves
the global optimum. However, none of the above works
consider the dynamic path selection according to the
likely variation of the current network conditions.

Yilmaz et al. [20] introduced non-renegable selective
acknowledgements (NR-SACK) in order to avoid retain-
ing the non-outstanding gap ACK chunks in the sender
buffer. NR-SACK gives possibility to free buffer space
earlier and reuse it for new data chunks. Dreibholz et al.
[21] presented a blocking fraction factor and proposed
a preventive retransmission policy based on the factor
for effective transmission. Adhari et al. [22] proposed
an optimized strategy to enhance the send and receive
buffer handling by avoiding one path to dominate the
buffer occupation. These solutions achieve performance
improvements. However, the researchers do not provide
a proper data distribution mechanism to ensure data
packets arrival at receiver in order as much as possible.

Cui et al. [23] introduced a fast selective ACK scheme
for SCTP to enhance transmission throughput in mul-
tihoming scenarios. In the networks with asymmetric
delays for forward and reverse paths, a multihomed
receiver sends SACK chunks to the sender over the
fastest reverse path, which facilitates to inflate the con-
gestion window and to retransmit the lost data packets
as quickly as possible. Yet the solution just considers the
transmission of control chunks and fails to enhance the
overall transmission efficiency.

3 CMT-QA SYSTEM DESIGN OVERVIEW

During multihomed communications in a heterogeneous
wireless networks, delay, bandwidth and loss rate of al-
ternative paths can be significantly different. If a round-
robin data delivery approach is used, slower paths are
easily overloaded, while faster paths remain underuti-
lized. In order to avoid unbalanced transmissions, re-
duce received data reordering and alleviate the receiver
buffer blocking problem caused by the use of dissimilar
paths using CMT, CMT-QA makes important contribu-
tions in the following three stages:
• Accurately senses each path’s current transmission

status and estimates in real time each path’s data
handling capacity.

• Includes a newly designed data distribution algo-
rithm to deliver optimally the application layer data
over multiple paths and ensure the received data
arrives in order.

• Introduces a proper retransmission mechanism to
handle different kinds of packet loss and alleviate
the packet reordering problem.

Fig. 2 illustrates the design of the CMT-QA architec-
ture, which includes a Sender, a Receiver and n commu-
nications Paths via the heterogeneous wireless network
environment. The Receiver receives data and recreates
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Fig. 2. CMT-QA architecture.

the original data chunks, if multiple data and control
chunks are bundled together by the Sender into a single
SCTP packet for transmission. In the case in which a
user message is fragmented into multiple chunks, the
Receiver reassembles the fragmented message in the re-
ceiver buffer before its delivery to the user. The feedback
information of path status in the network is collected by
the Sender and used to estimate the path quality. At the
Sender there are three major CMT-QA blocks which are
the Path Quality Estimation Model (PQEM), Data Dis-
tribution Scheduler (DDS) and Optimal Retransmission
Policy (ORP). CMT-QA aims to intelligently adjust data
distribution for each path and support in order data
packet arrival at destination.

PQEM chooses a reasonable estimation interval to
calculate the data handling rate of entering and leaving
sender buffer for each path, which describes any path’s
communication quality. Any unfavorable conditions in-
cluding packet loss rate, link delay, buffer size of routers,
channel capacity and number of other data flows etc.
will determine performance degradations of the paths
handling capability. PQEM uses a comprehensive eval-
uation method to reflect the impact of above factors
on the communication quality. PQEM’s data handling
rate of sender buffer describes better the end-to-end
delivery conditions as its shorter estimation time enables
its timely reflection of the current communication path
status. Additionally, the samples for the time interval of
distributed data’s entering and leaving the sender buffer
can be obtained easily to predict the path quality change
trends.

Based on the path quality estimation results by PQEM,
DDS chooses a subset of suitable paths for load sharing
and dynamically assigns them appropriate data flows.
In meanwhile, by forecasting the time of data arriving at
destination in terms of each path quality, DDS can draft
the period of packet distribution and also can adjust
the distributed data amount for each path. In this way,
the application data chunks are intelligently dispatched
over multiple paths in real-time. Compared with the
round robin scheme, we believe that the most effective
approach to mitigate the reordering is to use a heuristic
mechanism to decide the fraction of data scheduled to
be transmitted on each path. The data distribution rate
should be adjusted regularly according to each path’s
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available buffer handling capability in order to ensure
the data arrives at destination mostly in order, while
also more efficiently utilizing each path’s transmission
capability.

ORP upgrades the basic CMT retransmission poli-
cies to improve packet retransmission efficiency. In the
wireless network, most packet losses are caused by the
dynamical wireless channel errors or path failures and
not by the congestion. The standard CMT retransmission
policy has no mechanism to distinguish random losses
from congestion, and therefore treats all losses as conges-
tion based. ORP differentiates random packet loss from
congestion loss and path failure loss. ORP chooses the
active path with the minimum value of the transfer delay
to transmit these lost packets immediately, avoiding
the rate-halving approach taken by the standard SCTP
whenever random packet loss is detected.

The CMT-QA can be considered as a self-aware cog-
nitive loop process [24] as illustrated in Fig. 3. In the
estimation period, the feedback information is collected
from the environment (sense the surroundings). Then
the path condition is estimated (analyze the correlative
information automatically). After that, the next estima-
tion period is calculated (plan for the future). Based on
the last estimation, the packets are distributed on the
qualified path set and the retransmission is accelerated
by making use of the upgraded retransmission policy
(make a decision and act accordingly). It learns from
feedback about past decisions (study and adapt) which
helps achieve better accuracy and provide necessary
experience for later decision, through sustained renewal
of knowledge and feedback to prediction. This cogni-
tive mechanism enables CMT-QA adapt to the dynamic
wireless network environment and achieve very high
concurrent multipath transfer efficiency.

4 PATH QUALITY ESTIMATION MODEL

RTT is generally used as the most important parameter
for path quality estimation. Its computation considers
the time of data transmission, data handling time at
receiver and time of SACK transmission. In CMT, SACK
can be sent on different paths and different delays
on different paths lead to incorrect RTT estimations.
Furthermore, by calculating the RTT of every packet
sent on each path in an individual sampling approach
can not reflect accurately the RTT variation process and
estimate well the trend of path quality variation. CMT-
QA will not utilize directly RTT information to distribute

the data waiting in the sender buffer to each path.
Instead PQEM divides the total time of sending data into
dissimilar periods in terms of the sending situation of
distributed data. PQEM also collects the amount of data
sent and calculates the time interval between sending
the data and receiving its corresponding SACKs. The
above process is employed to calculate the rate of the
distributed data entering and leaving the sender buffer.
In this way, the transport layer can estimate very well
each end-to-end path’s transport capacity.

The current CMT maintains a single shared sender
buffer, which makes obtaining each individual path’s
communication information impossible. Meanwhile,
transmission blocking constrained by the sender buffer
may happen. When data chunks are sent to the re-
ceiver side and until the sender receives the acknowl-
edgements, these data chunks are stored in the sender
buffer and marked with the outstanding status. When
paths with significant transport capacity difference exist,
the shared sender buffer can often be full with data
chunks marked outstanding on the slow paths. In this
situation no new data chunks on the fast path can be
transmitted even if the current congestion and flow
control mechanisms allow. In order to correctly estimate
each path’s quality and improve the transmission effi-
ciency, in PQEM, the shared sender buffer is divided
into individual sender sub-buffers for each path and
each path connection manages its own sender sub-buffer
independently. PQEM uses a dynamic buffer allocation
mechanism to allocate different buffer space sizes to each
path, according to its current transport capacity.

Based on the above architectural design of separate
sending buffers for multiple paths, formula (1) is pro-
posed to calculate the path quality.

Qi =
Tli − Tei

buffersizei
(1)

where Tei is the time of the first chunke entering
path i’s sender buffer from a group of distributed data
chunks. It is obtained by recording the chunke’s entering
time at the sender. Tli is the time of the last chunkl leav-
ing path i’s sender buffer from the group of distributed
data chunks. Tli is obtained by recording the receiving
time of corresponding SACK for chunkl at the sender.
buffersizei is the size of path i’s sender buffer which
is occupied and later released during the transmission,
namely the number of units of data entering and leaving
the path i’s sender buffer in a special period of time.
Qi denotes path i’s sender buffer data handling rate.
The lower the value of Qi is, the higher the quality
of current path i is. The value of buffersizei reflects
the communication status of current path i in the total
process of sending data.

There is still a question about how long should we
calculate and update the estimation value of Qi for a
path i. In wireless conditions, if the evaluation interval
is too short (e.g. shorter than or as short as the RTT), it
may not correctly reflect the path condition when data
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chunks are randomly lost due to the varying wireless
network conditions. However, if the evaluation interval
is set too long, it would not reflect dynamically the path
condition in time. Consequently the interval is adjusted
based on the historic information and a proper length
interval is selected to accurately update the value of Q.
Confidence intervals [25] are widely used to quantify
statistical uncertainty. Based on a sequence of previous
statistical samples, PQEM uses the confidence interval
to determine the next interval to calculate the value of
Q. We select the time interval without packet loss as a
sample. At the beginning, PQEM takes three heartbeat
intervals as the initial sample. If packet loss occurs, the
time period from the sending time of the first packet
to the sending time of the last packet before packet
loss happens is collected as one sample. Fig. 4 describes
graphically this sampling process.

Algorithm 1 reveals how a sample for path i is col-
lected. Each path has associated an individual Retrans-
mission Timer T3-rtx to ensure data delivery in the
absence of any feedback from its receiver. During the
data distribution interval, when the first data chunk is
to be sent, the sending time is recorded as the starting
time of the time interval for a successful transmission.
Whenever a data chunk is sent to any path (including
a retransmission), if the T3-rtx timer associated with
that path has not already been started, the sender starts
the timer, so that it expires after the Retransmission
Timeout (RTO) of that path. If the timer for that path is
already running, the sender restarts the timer whenever
an outstanding data chunk earlier sent over that path
is being retransmitted. Whenever a SACK is received
that acknowledges the data chunk with an outstanding
Transmission Sequence Number (TSN) for that path, the
T3-rtx timer is restarted for that path with its current
RTO (if there is still outstanding data on that path). If all
outstanding data sent to a path has been acknowledged,
T3-rtx timer should be turned off for that path. If the
data chunk is acknowledged through the Cumulative
TSN ACK (cumACK), it can be dequeued from the
sender’s retransmission queue buffer. If packet loss oc-
curs, either detected by the retransmission timeout or
reported as missing by consecutive SACKs, the sender
should retransmit the loss chunk immediately, in order
to mitigate the reordering. In the packet loss case, the

Algorithm 1 Collecting a sample
1: ∀ destination address di, initialize di.FirstData=TRUE;

END=0;
2: while (!END)
3: if (di.FirstData == TRUE)
4: recording current time as the start time;
5: di.FirstData = FALSE;
6: end if
7: transmit a data chunk;
8: record current time as the chunk timestamp;
9: if (di.RtxTimerIsRunning == FALSE)
10: start T3-rtx timer;
11: di.RtxTimerIsRunning = TRUE;
12: end if
13: if (the outstanding data’s acknowledge arrived)
14: restart T3-rtx timer;
15: end if
16: if (T3-rtx timer expired after RTO time ‖ reported as

missing for 4 times in the SACK)
17: recording the last chunk timestamp as end time;
18: END = 1;
19: retransmit immediately; /*packet loss occurs*/
20: end if
21: end while
22: calculate a distribution interval sample by end time minus

start time;

timestamp (indicating the sending time) of the last data
chunk is recorded as the end time of the successful data
transmission interval. Having collected the latest data,
there is a need to recalculate the path handling capability
and update Q. Q is updated in two situations: in the
packet loss case, as already described and by considering
the confidence interval.

After collecting samples as described in Algorithm 1,
by combining the historic interval samples, we calculate
the confidence interval per path. Assuming the value
of the time interval samples in one path are x1, x2, x3,
..., xn, we calculate the mean value of the time interval
samples by using the formula from equation (2):

XN =

∑N
i=1 xi
N

(2)

where xi is the successful transmit interval without
packet loss for every time sample, N is the number of
samples and XN is the average time interval.

Equation (2) presents the general formula to calculate
the mean value. In order to avoid storing all the collected
samples at the sender, we use an iterative method to
calculate the time interval mean, shown in equation (3).

XN+1 =
XN ×N + xN+1

N + 1
(3)

We use the previous time interval mean XN and the
new time interval xN+1 to calculate the current time
interval mean XN+1. This means that the sampling
intervals of the following sample is updated according
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to the newly recorded time interval, so the synchronous
tendency will be approximated step by step. Thus we can
determine the interval to estimate Q which will represent
the path quality.

Similarly, the general formula presented in equation
(4) is used to calculate the standard deviation.

SN =

√∑N
i=1 (xi −XN )2

N − 1
(4)

where xi is the successful transmit interval without
packet loss for every sample. N is the sample size. XN

is the average time interval. SN is the standard deviation
of all the samples.

Equation (4) presents the general formula to calculate
the standard deviation. We also use an iterative method
to calculate the standard deviation to avoid storing all
the collected samples at the sender and reduce the
computational complexity. This method uses Equation
(5).

SN+1 =

√
SN

2 × (N − 1)

N
+

(xN+1 −XN )2

N + 1
(5)

As equation (5) shows, we can calculate the new
standard deviation SN+1 using only four variables: the
previous time standard deviation SN , the previous av-
erage time interval mean XN , the current time sample
xN+1 and the previous sample size N .

When we learn about the coefficient of variation (stan-
dard deviation/mean) of a successful transmission, we
can adapt the estimation interval. After obtaining the
mean value and the standard deviation from equation
(3) and equation (5), we use the Central Limit Theorem
to calculate the confidence interval by using the formula
from equation (6).

P{X−Z1−α2 ×
S√
N

< u < X+Z1−α2 ×
S√
N
} = 1−α (6)

Where N is the number of samples and 1 − α is the
confidence level. S is the standard deviation of all the
samples. X is the mean value of all the samples.

Assuming the probability of transmission with no
packet loss set to 95%, we have α = 0.05. As shown in
table 1, we can get Z1−α2 =1.96 by using the look-up table
method. Consequently, we obtain the confidence interval
u which is derived as a reference for further evaluation
to update the path quality and predict its trends.

The value of confidence interval is also used as a
reference to assist selecting paths. If it is less than RTO,
the packet loss may occur in a short time, which means
the path is not in a good condition and we cannot detect
it until after a relatively long time. If we used it to
transmit in parallel the data chunks, we need to wait for
the retransmission of the lost chunk in this path and thus
the transmission efficiency decreases. So, the decision
was to mark the path whose successful transmission

TABLE 1
Confidence Levels and Corresponding α and Z Value

Confidence level α
2

Z1−α
2

80% 0.1 1.282
90% 0.05 1.645
95% 0.025 1.96
98% 0.01 2.326
99% 0.005 2.576

interval is less than RTO with an inactive status. For
transmissions we select the sub-set of paths with high
quality, so that data packets can be received in order
with much less retransmissions than the traditional way.

5 DATA DISTRIBUTION SCHEDULER

After estimating each path’s data delivery capability,
data is distributed to these paths accordingly. When
sending new data, the sender is constrained by three fac-
tors: the congestion window (congestion control), the ad-
vertised receiver window (a rwnd in relation to the flow
control) and the sender buffer size. As we already know,
the basic SCTP CMT restricts the maximum amount of
data to be transmitted via the size of the receiver window
(rwnd). The rwnd is shared by multiple paths across an
SCTP association. The receiver buffer is used to store
all the data chunks received out-of-order and they are
delivered to the application when all the missing data
chunks are received only. Since an SCTP association
allows multihomed source and destination endpoints,
a source maintains several parameters per destination
such as the cwnd and the amount of outstanding data
outstanding. A multihomed sender can transmit chunks
across all available paths as long as cwnd allows it.
SCTP’s cwnd limits the data a sender can send to a
particular destination transport address before receiving
an acknowledgement. In order to avoid buffer blocking,
first it is essential to control the maximum data amount
that can be sent in total to all the active paths at the
sender. Equation (7) is used to describe the maximum
data amount for the sender:

Dmax = min(

n∑
i=1

(cwndi − outstandingi), rwnd) (7)

where n denotes the number of active paths. cwndi is
the congestion window for path i. outstandingi is the
number of outstanding bytes (the data that has been
sent, but not yet acknowledged) in path i. cwndi −
outstandingi means the data amount that allowed trans-
mitting for path i. This prohibits new segments from
being transmitted when old ones are still outstanding.∑n

i=1(cwndi−outstandingi) is the total data amount that
can be sent for all the paths. rwnd is shared between all
the paths and indicates the maximum data amount that
can be received and therefore allowed to be sent. If cwnd
is larger than the rwnd, the sender is limited by rwnd.
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Assuming that the cwnd value is chosen to indicate the
maximum amount of data to be sent, more data is sent
to the receiver than it can handle and receiver buffer
blocking will happen. In this case, the receiver buffer is
full and the sender can only transmit one data chunk to
the receiver, if allowed by cwnd to probe for a change in
rwnd and a SACK is sent to the sender. In conclusion,
the sender is constrained by Dmax - the minimum value
between the cwnd and rwnd and data transmission can
be monitored by looking at Dmax.

The value of rwnd in equation (7) can be obtained
from a rwnd through calculation according to RFC4960
[5] as follows. rwnd is set as equal to the newly received
a rwnd minus the number of bytes still outstanding
after processing the cumACKs and the Gap Ack Blocks.
When the sender receives the SACK from any path, it
can obtain the value of a rwnd. This value represents
the current available buffer space size of the receiver at
the time of transmitting the SACK. As data chunks are
received and buffered, the decrement of a rwnd is set to
the number of bytes received and buffered. In fact, this
reduces the size of rwnd at the data sender and restricts
the amount of data it can transmit. The above process is
formalised in equation (8):

rwnd = a rwnd−
n∑

i=1

outstandingi (8)

Equation (8) includes the total amount of outstanding
data from all the paths calculated from each path’s
outstanding data, namely

∑n
i=1 outstandingi. rwnd in-

dicates the maximum data amount that the receiver can
handle.

Knowing the total amount of data that can be sent,
data chunks need to be dispatched to the various paths.
Based on the PQEM and the maximum sending data
amount, the data distribution strategy over the multiple
paths is detailed next. The period each path needs to
deliver the data stored in its sender buffer in one round
trip time will be calculated using the formula from
equation (9):

Thandlei = Qi × cwndi (9)

where Qi indicates the path i’s quality, as estimated
by PQEM. cwndi is the congestion window of path i.
Thandlei is the time for path i to deliver the data in its
sender buffer per round.

To avoid significant differences between various paths,
we select a subset of the paths which have close capa-
bilities to deliver the data in terms of Thandlei . In order
to make use of as many of the active paths in the path
subset as possible, we select the maximum Thandlei as
the data distribution period, Pd, as in equation (10):

Pd = max(Thandle1 , Thandle2 , ..., Thandlen) (10)

Data is dispatched concurrently to all active paths in
the subset in the distribution period Pd. The distribution

frequency is determined by
⌈

Pd
Thandlei

⌉
.

Before a data chunk is to be transmitted, the time
it takes from when it enters the sender buffer to its
arrival at the receiver per path should be estimated. The
path with the shortest time of arrival is selected as the
transmission path.

The following formula is used to describe the rela-
tionship between the data amount that a path i can
distribute and its current congestion window. Assuming
k is the round in which the data chunk can be sent,
the maximum data amount transmitted after k rounds
of distribution is computed using equation (11).

k−1∑
j=0

(cwndi + j ×MTU) ≥ Di, 0 < Di < Dmax (11)

Assuming that the STCP connection has MTU
bytes/packet, after receiving an acknowledgement, cwnd
should be increased by one MTU per RTT according
to [5].

∑k−1
j=0 (cwndi + j × MTU) is the total amount

of data that can be delivered after k rounds of data
distribution. Di is the total data amount distributed on
path i. Equation (12) can be derived from equation (11):

{
k =

⌈√
num−(2cwndi−MTU)

2×MTU

⌉
num = (2cwndi −MTU)

2
+ 8×MTU ×Di

(12)

Equation (12) calculates how many rounds (k) are
required to deliver the data dispatched over the path
i, where Di is the data amount already distributed over
path i. Equation (13) uses equation (12) to predict data
delivery time per path; the path with the minimum
predicted delivery time is selected and the data chunk
is dispatched over it.

Ti = k ×Qi × cwndi (13)

Equation (13) indicates that the path i needs to take
Ti time to deliver the dispatched data chunks. The value
of k is calculated as in equation (12), Qi indicates the
path i’s quality. We select the path with the shortest
time among all the Ti-s and dispatch the data chunks
over that path. The data amount distributed in path i
for this round is cwndi + (k − 1) ∗ MTU . The chunks
are then queued into the chosen path sender buffer. The
total amount of the data distributed on path i, namely
Di is updated and according to equation (12) data is
dispatched in the next round.

Based on the research described above, the pro-
posed Data Distribution Scheduler (DDS) is summarized
through the following aspects. Equation (7) offers the
total amount of data that the sender can deliver during
one data distribution period. According to equation (1),
the data handling capabilities per path is determined.
Then the data amount distributed per path during the
next data distribution period is estimated. The data
handling capabilities is decided not only by the cwnd
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Algorithm 2 Data distribution scheduler
1: Pd = 0; /*initialize the dispatch period*/
2: for(∀ destination address di)
3: obtain di’s quality Qi and current cwndi;
4: calculate its period to handle the data in the send

buffer one round trip by equation (9);
5: if(Thandlei > Pd)
6: Pd = Thandlei ;
7: end if
8: end for
9: while(the dispatch timer is not expired during Pd)
10: initialize the dispatch destination datadest;
11: initialize the minimum time mint =∞;
12: for(∀ destination address di)
13: calculate the times k for the next dispatched data to

sent in di according to equation (12);
14: predict its time to arrive at the receiver by equ. (13);
15: if(Ti < mint)
16: mint = Ti; datadest = di;
17: end if
18: end for
19: dispatch the data to the datadest with the minimum time;
20: datadest.Di = datadest.Di + cwndi + (k − 1) ∗MTU ;
21: end while

value of the current path, but also limited by the Dmax

as in equation (7). The time required for handling data
distribution over each path is estimated as in equation
(13). DDS utilizes this time to predict the arrival time
of data distributed per path and then it can intelligently
know how much and when to distribute data over the
multiple paths. In this way, DDS makes sure that the
data distributed per path arrives at receiver in order.
Algorithm 2 reveals the details of the process of data
distribution scheduler.

6 OPTIMAL RETRANSMISSION POLICY

The frequency and time-varying characteristics of the
wireless channel will cause unpredictable packet loss,
so the retransmission is inevitable in order to guarantee
the service quality. As is well known, SCTP has the
responsibility to keep the received data in order, so it
waits for the lost packets’ arrival before pushing the
whole data segment to the upper layer.

The SCTP standard defines two retransmission algo-
rithms: fast retransmission and timeout retransmission.
When packet loss occurs in one path, recognized either
by the SACKs on gap report or after a RTO time (via
T3-rtx timer expiration) without acknowledgement, a
retransmission is required.

An SCTP endpoint uses a T3-rtx timer to ensure data
delivery in the absence of any feedback from its receiver.
For the destination address for which the timer expires,
cwnd is set to one maximum segment size and the
end host enters the slow start mode. A retransmission
timeout will double the RTO, whereas a successful re-
transmission will not refresh the RTO which can only

be updated by the heartbeat chunks. Consequently, the
RTO is usually a large value which causes the data loss
detection time to become very long and degrades the
delivery performance. By introducing a fast retransmis-
sion function, loss can be recovered rapidly and the
delivery quality for the users can be maintained at high
levels. Fast retransmission helps avoid the long waiting
for the retransmission timer to expire and reduces the
mean delay. Fast retransmission is considered if SACK
indicated that a segment has been missing four times
and therefore packet loss has occurred. SCTP retransmits
the loss packet immediately and modifies the congestion
window (cwnd) and the slow start threshold (ssthresh).
Set ssthresh equal to max( cwnd

2 , 4×MTU) and cwnd =
ssthresh.

When packet loss occurs in the condition of concurrent
multipath transfer, this loss phenomenon reduces the
transmission efficiency of current path through sharply
decreasing the cwnd. Meanwhile, the existing mechanis-
m does not make a distinction between random packet
loss in wireless networks and the congestion loss. The
long period to detect the timeout packet in path failures
also decreases the transmission efficiency. In conclusion,
there is a definite need to design new strategies to handle
packet loss more efficiently.

In the heterogeneous wireless networks, packet loss
can be classified into three categories: 1) packet loss due
to congestion as there is limited bandwidth or buffer
size; 2) error loss caused by noise or interference in the
wireless networks; 3) path failure loss or handover loss.
In the wireless network, most packet losses are due to
dynamical wireless channel fluctuations or due to path
failure and not due to congestion. A path failure loss
is usually detected by timeout events, whereas an error
loss is detected by the gap report in the SACKs.

This paper proposes the Optimal Retransmission Poli-
cy (ORP) which detects the cause of data loss and reacts
in an optimum manner. When a packet loss occurs and
rtti

cwndi
≥ Qi , loss is considered as random packet loss

due to wireless conditions and the sending rate is not
limited by adjusting the cwnd until loss happens consec-
utively. If the packet is lost randomly due to dynamical
interferences or noise, the path condition is still in good
situation, and there is no need to halve the cwnd value
to limit the sending rate. However, if loss occurs more
than once consecutively, this indicates a congestion and
cwnd value should be reduced in order to decrease the
sending rate. Once timeout occurs on a path, it should be
marked with an inactive status. To reduce the detection
latency of link status change, a periodic heartbeat packet
is sent to check whether links are alive or not. Meanwhile
in both cases, the sender tries to reach the active path
with the minimum value of the transfer delay to transmit
these lost packets as soon as possible. After receiving the
SACK for the retransmission data, the DDS strategy will
continue to distribute data over the rest of the paths.
The detailed procedure for the optimal retransmission
strategy is described in Algorithm 3.
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Algorithm 3 Optimal retransmission policy
1: if(packet loss)
2: if( rtti

cwndi
≥ Qi)

3: do not adjust cwnd to limit the sending;
4: /*wireless error not congestion */
5: end if;
6: if(T3-rtx timer expired after RTO time)
7: ssthresh = max( cwnd

2
, 4×MTU);

8: cwnd = MTU ;
9: end if;
10: if(received 4 duplicated SACK)
11: ssthresh = max( cwnd

2
, 4×MTU);

12: cwnd = ssthresh;
13: end if;
14: retransmit the lost packet as soon as possible;
15: end if;

7 PERFORMANCE EVALUATION

This section evaluates CMT-QA’s performance during
conventional reliable FTP-like data transmission and
real-time video delivery, respectively. CMT-QA is com-
pared with two SCTP-based CMT mechanisms: the orig-
inal CMT [10] and CMT-PF [11], respectively.

7.1 FTP Data Transmission

1) Simulation Setup
The evaluation has been carried out on the Network

Simulator (NS-2.35) [26]. It includes the latest SCT-
P Module developed by the University of Delaware.
The experiments considered the heterogeneous wireless
network environment illustrated in Fig. 5. The default
receiver buffer size is 64 KB. The Link queue limit and
type are set 50 packets and Droptail, respectively. RTX-
CWND is used as the retransmission policy [12], [15].
The other parameters use the SCTP default values [5].
The simulation time is 100s with infinite FTP flows.

As the figure shows, each router Ri,j is attached to five
edge nodes. Edge nodes S and D are the data sender
and receiver, respectively. The other four edge nodes
(denoted À, Á, Â and Ã for router R1,1 for instance
in Fig. 5) are single-homed and introduce bursty cross
traffic to simulate congestion at the routers. Each of them
has eight traffic generators C1, C2, . . . , C8 producing
cross traffic with a Pareto distribution. The cross traffic
packet sizes are chosen to resemble the distribution
found on the Internet: 50% are 44 bytes long, 25% have
576 bytes, and 25% are 1500 bytes long [27]. Between
S and D, there are three alternative paths with different
bottlenecks. Path A’s bottleneck has 387 Kbps bandwidth
and 200 ms transmission delay, which is representative
for a 3G link. Path B’s bottleneck has 10 Mbps bandwidth
and 200 ms transmission delay, which corresponds to
a WiMax (IEEE 802.16) link. Path C’s bottleneck has 2
Mbps bandwidth and 400 ms transmission delay which
is encountered in WiFi networks (IEEE 802.11). The
simulation result is a data transfer between S to D, over a
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Fig. 5. Heterogeneous wireless network topology used in
the simulations.

network with self-similar cross traffic (burst congestion)
and packets loss (Bernoulli loss model) which resembles
the nature of the traffic on data networks. The aggregate
cross traffic loads on the three paths are similar and
vary randomly between 0% − 20% of the bottleneck
links bandwidth to simulate a highly dynamic wireless
network environment. All testing results presented are
calculated by averaging the results of 100 runs, which
makes the effect of the cross traffic and loss rate on
different strategies be representative and not influenced
by any stochastic factors.

2) Simulation Results
(1) Packet arrival order-related indicators
Packet sending and receiving times: Fig. 6 illustrates

sending and arrival times of several data packets when
three schemes are used, respectively. In order to better
illustrate the comparison, the results between t=10 s and
t=11 s are presented only (part of congestion avoidance
stage). The TSNs of these data packets growth has two
main slopes for all the schemes: the upper one represents
data flows over path A and path C, whereas the lower
one indicates the data chunks transmitted over path B.
In both CMT and CMT-PF schemes, the sender uses the
round robin method to transmit data chunks over all
the paths equally, without considering the path quality
differences. In contrast, the flow of path B is utilized
more efficiently by the CMT-QA solution as its TSNs
increase steeply, while the TSN of path A and path C
increase slower. This confirms that CMT-QA distributes
the data chunks over the available paths in proportion
to their respective data handling rate.

The packets are received out-of-order due to the
dissimilar path characteristics and their reordering is
likely to cause performance degradations. For example
when using CMT, the data chunk with TSN 862 is lost.
CMT detects the packet loss and then retransmits it
at t=10.582 s. By analyzing the simulation traces, we
notice that the lost data chunk is dropped at t=9.988 s
in path C and re-enters the sending queue at t=10.051
s. Later on, at t=10.582 s, the data chunk is sent over
path B and received at t=10.628 s. Similarly, we can
see the loss in CMT-PF. The data chunk with TSN 853
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Fig. 6. Comparison of sending and receiving time of packets.

is retransmitted at t=10.644 s and received at t=10.691
s, respectively. In both CMT and CMT-PF, the path
with the lost chunk fails abruptly for about 0.2 or 0.3
seconds and resumes later. That may be caused by the
outstanding data chunks constraining the sender from
transmitting any new data, which indicates the path is in
low quality (i.e., high loss rate or undergoes congestion).
Fortunately the path recovers and the retransmitted data
is eventually received. The CMT-PF doubts path A’s
communication reliability and does not use that path
for data transmissions for a while, until the heartbeat
acknowledgement determines its set to an active state
again. In meanwhile the receiver waits for the arrival
of the retransmitted data. The subsequent data chunks
which have already arrived are held in the transport
layer receive buffer and unable to be delivered to the
application until all the retransmitted data arrives. This
phenomenon blocks the receiver buffer and intensifies
the reordering problems. With the sender enhanced with
the path quality-aware data distribution strategy, CMT-
QA can predict the arrival time and decides the sending
path based on it. In this way, CMT-QA can avoid the
need for most reordering and it can be clearly observed
how data chunks are received smoothly.

Out-of-order packets: Fig. 7 shows comparison of out-
of-order chunks among CMT, CMT-PF and CMT-QA.
The out-of-order TSN metric used in this experiment is
measured by the offset between the TSNs of two con-
secutively received data chunks (the difference between
the TSN of the current data chunk and that of the latest
received data chunk). The out-of-order TSN metric por-
trays the characteristics of concurrent data transmission
over multiple paths. Fig. 7 presents the out-of-order TSN
metric variation between simulation time t=10 s and
t=20 s, representative for the whole simulation results.
As the figure shows, CMT and CMT-PF generate more
out-of-order chunks and require increased reordering
than CMT-QA. CMT-QA estimates the latest information
available in terms of path quality and distributes the
data according to the predicted arrival time. In this way,
CMT-QA reduces the out-of-order data arrival and con-
sequently performs better than the other two schemes.
When comparing the three transfer methods, it is noted

that peak out-of-order data reception at the receiver is
approximately 45 using both CMT and CMT-PF, while it
is only 20 when using CMT-QA. With a 64 KB receiver
buffer and 1500 bytes chunk size, the receiver can store
mostly 43 data chunks (64×1024/1500). In the condition
of the out-of-order TSN offset reach 45, the receiver
buffer blocking is likely to happen and the transmission
performance is seriously deteriorated.

(2) Average retransmission
Fig. 8 illustrates the average number of retransmis-

sions when three methods are employed respectively
with the increase of path loss rate (PLR) in all the paths.
During the experiments, the PLR was varied from 0%
to 10% for the three paths. The results show that the
average retransmissions across all the paths increase
with the increase in packet loss probability, directly
affecting the throughput for all the mechanisms. Higher
packet loss probability determines both more data chunk
retransmissions, and more out-of-order data delivery.
If the receiver buffer is full with out-of-order packets,
waiting for the lost data retransmissions to fill the gaps,
the transmission efficiency will decrease. After 4 dupli-
cations or rtx-timeout, the sender will retransmit the lost
data. As the figure shows, the average number of retrans-
missions of CMT increases sharply with the packet loss
probability increase. The CMT-PF performs better than
CMT as it detects path failures and stops transmitting
data over the path with bad delivery status. In contrast,
CMT-QA is aware of characteristics difference between
paths and adapts to each path’s delivery conditions,
intelligently distributing the data across the paths. In this
case most of the data arrives at the receiver in the right
order, reducing the number of retransmissions and hence
CMT-QA performs the best among the three solutions
compared. For example under a PLR of 10%, there are
134 retransmissions for CMT, 101 for CMT-PF and 73
only when CMT-QA is employed.

(3) Average throughput
Fig. 9 illustrates the comparison results of the total

average throughput as the PLR increase. This experi-
ment was to verify the ability of the three schemes to
manage packet loss, which has significant impact on the
end-to-end throughput. As the figure shows, network
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Fig. 7. Comparison of out-of-order
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Fig. 8. Comparison of average re-
transmission with loss rate.
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Fig. 9. Comparison of average
throughput with loss rate.
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Fig. 10. Comparison of average throughput when using different receiver buffer sizes.

throughput decreases with the increase in the link loss
probability for all mechanisms. However, the average
throughput values of CMT and CMT-PF decrease more
significantly than that of CMT-QA. For example, for a
PLR of 5% CMT-QA’s throughput is 8% higher than that
of CMT and 2.5% higher than that of CMT-PF, whereas
for a loss of 10% CMT-QA’s throughput is 19% higher
than that of CMT and 7% higher than that of CMT-PF.
This result is as any increase in the PLR causes cwnd
to be reduced and the transmission delay to increase.
CMT’s throughput decreases sharply and performs the
worst when the PLR increases. Because the congestion
window is halved when packet loss occurs. As the CMT-
PF solution can identify packet loss due to short term
path failures, it performs better than CMT. CMT-QA can
detect and differentiate random packet loss and path
failure from congestion loss, sense the path condition
in time and schedule the data delivery based on each
path’s transmission capability. Although the paths used
for load sharing have different packet loss characteristics,
CMT-QA achieves higher association throughput than
both CMT and CMT-PF.

Fig. 10 compares average throughput when delivering
content with receiver buffer sizes of 32 KB, 64 KB
and 128 KB, respectively. The PLR of the three paths
varied randomly from a uniform distribution between
0% and 10%. Three groups of simulation were run in
order to study the effect of the receiver buffer size
on the throughput. It can be seen that the throughput

of all schemes increases with the increase in receiver
buffer size. At first, the throughput increases rapidly
because SCTP probes the available network capacity.
The slow-start algorithm doubles repeatedly the cwnd
size. Next, throughput experiences variations for all the
mechanisms due to the packet loss, then it recovers
after retransmissions and cwnd adjustments. Compared
with CMT and CMT-PF, CMT-QA tolerates better packet
loss and utilizes more efficiently the available aggregate
bandwidth from different links. For instance after 100s
of simulation time with a 32 KB receiver buffer, CMT-
QA’s throughput is 29% higher than that of CMT and
26.5% higher than that of CMT-PF. With a 64 KB receiver
buffer size, the corresponding comparison of average
throughput performance is 15% and 9% in favor of
our proposed solution, respectively. Similarly, CMT-QA
performs 7.6% and 5.5% better than CMT and CMT-
PF, respectively when a 128 KB receiver buffer was
employed.

We further evaluate the average throughput with dif-
ferent receiver buffer sizes with PLRs varying from 0%
and 10%. CMT-QA outperforms CMT and CMT-PF in all
cases; the difference is very much in favour of CMT-QA
in limited receiver buffer situations. In the heterogeneous
wireless networks with dynamic path conditions, the
more varied handling capability of different paths is,
the larger receiver buffer is required to maintain the
transmission efficiency at high levels. Receiver buffer
blocking depends on the frequency of the loss events
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Fig. 11. Frames taken from received and reconstructed videos. Sent video (a) vs received video using CMT (b),
CMT-PF (c) and CMT-QA (d), respectively.

and the duration of loss recovery. Using ORP, CMT-
QA can both better detect and handle the packet loss
in a shorter period of time. Transmitting through the
fast path also speeds up the retransmission of the lost
packets. Additionally in DDS of CMT-QA, the sending
path is chosen according to the predicted arrival time.
All the mechanisms employed by our solution mitigate
the reordering of received packets and enable CMT-QA
not to need large receiver buffer to store the out-of-order
data chunks.

7.2 Real-time Video Delivery
This section investigates how CMT-QA’s performance
compares with that of CMT and CMT-PF for real-time
video transmissions. This set of experiments makes use
of our previously developed tool-set Evalvid-CMT for
video quality evaluation [12], [15]. Evalvid-CMT en-
ables performing comprehensive video delivery quality
evaluation when employing SCTP network simulations.
It supports accurate objective video quality and user
perceived quality assessments. The SCTP version set is
SCTP Partial Reliability extension (PR-SCTP) [12], [15].
The numbers of retransmission for each packet are set to
no more than two times. The simulation topology and
SCTP parameters values used are the same with that
used in section 7.1.

The original test video sequence used is known as
Highway QCIF (176×144) which consists of 2000 frames
with average quality. After pre-processing stage [12],
[15], a MPEG-4 video which includes 223 I frames, 445 P
frames and 1332 B frames is produced. Those frames are
fragmented into 2250 packets which include 463 packets

TABLE 2
Comparison of average PSNR (dB), VQM, SSIM and

number of frames lost

PLR Methods PSNR VQM SSIM I P B
2% CMT 35.65 0.095 0.996 2 1 3
2% CMT-PF 35.70 0.066 0.997 1 1 2
2% CMT-QA 35.72 0.005 0.999 0 0 0
4% CMT 32.95 0.577 0.977 43 69 113
4% CMT-PF 33.37 0.482 0.984 27 55 94
4% CMT-QA 34.57 0.345 0.989 12 26 65
6% CMT 30.82 1.432 0.895 53 124 194
6% CMT-PF 31.62 1.396 0.899 50 105 161
6% CMT-QA 33.10 0.975 0.914 33 78 121
8% CMT 28.90 2.412 0.872 67 160 248
8% CMT-PF 30.16 2.096 0.892 57 147 229
8% CMT-QA 32.07 1.328 0.910 49 98 184
10% CMT 26.17 3.120 0.842 108 190 300
10% CMT-PF 28.13 2.759 0.867 88 178 262
10% CMT-QA 30.15 1.560 0.891 57 149 228

storing I frames, 453 packets including P frames and 1334
packets carrying B frames. A corresponding MPEG-4
video trace file including these packet-based information
is fed to the NS2. These 2250 packets will be transferred
over the SCTP simulation model network.

Table 2 presents the comparison results of average
video quality, expressed in terms of PSNR (dB), VQM,
SSIM and the number of different dropped frames
(I-frame/P-frame/B-frame) when CMT, CMT-PF, and
CMT-QA are used, when PLRs are 2%, 4%, 6%, 8% and
10%, respectively. The dropped frames are either lost
frames during network transfer or discarded frames at
the receiver due to high delay/jitter which would have
made their arrival too late for their playout time. As the
table illustrates, CMT-QA outperforms CMT and CMT-
PF in all the different PLRs situations studied, especially
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if the PLR is greater than 2%. For example, in the case
of a path loss rate of 4%, the average PSNR of CMT and
CMT-PF are 32.95 dB and 33.37 dB, respectively, but the
average PSNR of CMT-QA is as high as 34.57 dB. The
number of total dropped frames of CMT and CMT-PF
are 225 (43I+69P+113B) and 176, respectively. However
there are only 103 dropped frames for CMT-QA, 54.2%
lower than the value experienced by CMT and 41.4%
lower than the number of lost frames recorded for CMT-
PF. The table also illustrates how CMT-QA achieves
increasingly better results than CMT and CMT-PF with
the increase in the PLRs. For example the average PSNR
(dB) difference between CMT-QA and CMT is 1.62 with
4% PLR. However, with PLR increasing to 6%, 8% and
10%, the average PSNR (dB) differences between CMT-
QA and CMT increase to 2.28, 3.17 and 3.98, respectively
in favor of CMT-QA. The average difference between
CMT-QA and CMT-PF in terms of PSNR (dB) is 1.20
with a 4% PLR, but it increases to 1.48, 1.91 and 2.02
when PLR increases to 6%, 8% and 10% respectively.

By using Evalvid-CMT, the received 2000 frame video
can be reconstructed. We further compare the three
delivery solutions in terms of other two video quality
metrics: VQM and SSIM. We compared the reconstructed
video clips with the sent video by using the MSU
Perceptual Video Quality tool [28]. It can be seen how
VQM values are the lowest and how SSIM results are
the closest to 1 when using CMT-QA in comparison
with the other solutions, regardless of the increase in
loss probability. These results fully confirm that CMT-
QA outperforms CMT and CMT-PF when assessed with
a wide range of video quality metrics. Fig. 11 presents
a sequence of frames taken from the sent video (a),
received video using CMT (b), received video using
CMT-PF (c) and received video employing CMT-QA (d),
respectively when the PLR is 6%. This frame sequence
illustrates the benefit of using CMT-QA in terms of
perceived quality in comparison when CMT and CMT-
PF are employed.

8 CONCLUSIONS AND FUTURE WORKS

This paper proposes a novel Quality-aware Adaptive
Concurrent Multipath Transfer solution (CMT-QA) for
SCTP-based data delivery over heterogeneous wireless
networks. CMT-QA relies on three new mechanisms:
the Path Quality Estimation Model, Data Distribution
Scheduler and Optimal Retransmission Algorithm. Us-
ing these mechanisms, CMT-QA monitors and analyzes
the dynamic network environment in real time and
estimates each transmission path’s quality. Based on
the output of the path quality evaluation, CMT-QA
intelligently adjusts data distribution across the multiple
paths. Data distribution is also considering time of data
arrival at the destination forecast, to increase the in-order
data packets arrival. The optimal retransmission policy
introduced by CMT-QA differentiates between different
kinds of packet loss and accelerates the retransmission if

required in order to improve data delivery efficiency. The
simulation results demonstrate how the proposed CMT-
QA obtains better performance results for both reliable
data transmission and real-time video delivery than clas-
sic SCTP CMT and CMT-PF mechanisms. Future work
will consider the fairness and TCP-Friendly issues of
concurrent multipath transfer [29], [30]. We aim to make
CMT-QA achieve high data delivery efficiency while still
remain fair to concurrent TCP-like non-CMT flows on
bottleneck links in wireless networks.
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