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Abstract— The stereoscopic three-dimensional (3D) video
technologies have achieved significant success imopiding
enhanced immersive experience to consumers. However
network delivery of 3D video content at good qualit levels is
challenging mostly due to the variable network conidions. In
this context, efficient objective 3D video qualityassessment is a
critical aspect, in particular for video service poviders who
need to adjust the video delivery process to the tveork
conditions in real-time. Current objective 3D video quality
assessment methods are reference-based, requiringhet
availability of the original 3D video sequences, whh is
difficult to achieve in practice. Additionally, mog of the
existing 3D video quality metrics are developed fordepth-
enhanced 3D. This paper proposes the No referencéjective
Video Quality Metric (NVQM) for real-time 3D video quality
assessment. NVQM considers the correlation betwe@twork
packet loss and perceptual video quality for diffeent bit-rate
video sequences. NVQM is modeled based on the vidgaality
model specified in ITU-T G.1070 and tuned accordingto
results of extensive subjective tests. NVQM was deleped for
the evaluation of side-by-side stereoscopic 3D semces, the
most widely commercialized 3D video format. The
performance of NVQM is studied by comparing againsthree
state-of-the-art video quality objective models: stictural
similarity index (SSIM), video quality metric (VQM), and ITU-
T G.1070. Results show that NVQM outperforms the ésting
objective metrics with up to 23% in terms of accuray.
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l. INTRODUCTION

Currently, the three-dimensional (3D) video isnigaj
increasing popularity by providing immersive user
experience. Enhanced from the conventional 2D fgrthe
3D video excels at bringing an almost live scensal to the
users, introducing them into the original enviromtef the
displayed content. With the help of image processind
advanced filming and display technologies, 3D meviave
drawn very much attention from the audience andemad
significant profits in cinemas worldwide. Similarly3D
content has also attracted great interests in @tpplication
areas, such as 3DTV [1], 3D gaming, 3D conferenaitg

Thanks to the rapid development of digital video
compression and transmission technologies whichudies
H.264/AVC, H.264/SVC and multiview video coding
(MVC) [2], new real-time 3D video applications ajppen

the market with enhanced interactive capabiliti®be
perceptual 3D video quality is a major factor irsessing
these applications. Limited research has been abedto
measure the quality of experience (QoE) levelshef 3D
video. Employing subjective methods for evaluatiBD
video quality provides the most accurate resultg esflect
directly human perception levels. However, they tinge
consuming and human resource intensive. Additignall
subjective  quality assessments require controlled
environments, unavailable in real-time remote dgihnof 3D
video content, so objective metrics are prefercelie used.
Recently, several objective assessment methods heese
proposed in [3] - [8], but they lack the accuratyassessing
stereoscopic 3D video. This is due to the fact thathuman
visual system (HVS) is difficult to model using plg and
depth, and is also affected by human eye comfartlle
viewing distance, etc. Furthermore, the existingctive 3D
video quality assessment methods are highly dep¢rate
the original video content and none of them digectl
considers network impairments.

Video encoding and decoding process causes quality
degradation and the transmission process affedii@thlly
the content quality, due to network delivery effestich as
packet loss, delay and jitter. There are severalelyi
employed 2D video quality metrics such as PSNR$SIM
[10], VQM [11], no reference PSNR [12] which canused
for assessing 3D video quality approximately [3]). [4
However, current objective assessment methodsaresive
[13], which means that they require the usage @fotfiginal
3D video content in the full reference methods. Skhe
objective methods need to analyse the decoded cioletent
in order to assess their blockiness, blurring, aeghth
information. Such assessment can only be doneinaff-|
rather than in “real-time” during the video transgibn.

Figure 1 shows a typical scenario of delivering\B8@eo
content. The video quality degradation is causedbbth
codec and transmission processes. In this contive,
relationship between the network conditions anddiselting
3D video quality is required to be studied. Additadly, it
has been proved that both bit-rate and frame-ratee h
significant impact on the 3D video quality [3]. tiis paper
we propose a novel No reference Video Quality Mefor
3D video quality assessment (NVQM) that considesth b
bit-rate and network characteristics (i.e. pac&ss) as input.
Based on a new model, NVQM correlates network
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Figure 1. Phases in 3D Video Transmission

conditions to the 3D video quality and relies orded
encoding settings only, without the need of proogsn
details the video images. The advantage of NVQM ehd
that it can be used as an estimation of the 3Dovigelity in
real-time during the network transmission. The nhaslef
great benefit to the 3D community, especially fdajtive
3D video transmissions, for instance, as the vigigality at
the client can be predicted based on the delivenditions
and the service provider can then pro-actively akedio
adjust the bit-rate and/or network bandwidth, rattiean
reactively, being more efficient. This cannot benelasing
any current objective 3D quality assessment methods
The remaining of this paper is organized as fallow

Section Il presents the current subjective and abibje 3D
video quality assessment methods. Section Il de=ithe
proposed model behind NVQM in details, and Seclibr-
the experimental setup. Section V analyses therempetal
results and Section V concludes the paper.

1. RELATED WORKS

A. Current Objective 3D Video Quality Metrics

Several papers have already investigated obje@ve
video quality assessment. [3] and [4] assessegdhsiblity
of measuring 3D video quality using 2D objectivales
quality metrics, including PSNR, SSIM and VQM. Bjows
that, by measuring left and right views separatéiyM can
effectively predict the overall image quality, aBR&NR and
SSIM results correlate better with depth perceptdr8D
video in comparison with VQM. More specific depttapn
based stereoscopic video quality assessment igsaaain
[4]. In [6], the authors assign a weight of 1/3tlbé PSNR
score to the left view and the remaining 2/3 torigbt view
PSNR score. A new perceptual quality metric (PQM)sw
proposed in [8], which shows better results for @Deo
quality in comparison with VQM. This is becausésitmore
sensitive to image degradation and error quantificathat
happen at pixel level than at sequence level.

In [5], the authors proposed a quality metric tsgesses
the impact of eye dominance based on spatial frexyuby

chopping the images into 4 x 4 blocks. Color anarghess
of edge distortion measure (CSED) is proposed [nifi7
which the sharpness of edge distortion is consitierelepth
and color 3D videos.

These 3D video quality metrics have different aacyr
levels and advantages. However they all requird ful
reference of the original video source and diffemf our
proposed no reference network-based metric, whigls chot
require the presence of the original 3D video.

B. Stereoscopic 3D Video Format

The stereoscopic 3D video is composed of a lefivvie
and right view video, which can either be storedrie video
file or two separate video files. The two offsedeos
represent the two perspectives of the same scetie awi
minor deviation (i.e. a human perceives the contétit two
eyes, and the two videos correspond to the leftragyid eye
of the viewer, respectively). The two views frone thideos
give the perception of 3D depth while they are comadh in
the human brain. In a storage format, the two viéws
stereoscopic 3D video can be top-and-bottom, sydsidie
(SBS). While transmitting over the network, the twiews
are combined into a frame sequential 3D streamwhich the
frames are stacked one following another fromvaftv and
right view in a frame sequential manner. The detafl the
techniques can be found in [14].

Ill.  PROPOSED3D VIDEO QUALITY MODEL

In this section, we firstly present the current 2ideo
quality assessment model ITU-T G.1070 in detalisysng
its principles, input parameters and output in fasfmthe
mean opinion score (MOS). Secondly, we propose our
model based on the G.1070 by considering the efféct
depth information of the 3D video.

A. 2D Video Quality Metric using ITU-T G.1070

The ITU-T has standardized a user opinion modeRr
video-telephony applications in G.1070 [15]. Thisdal
estimates the 2D video quality in telephony appiices by
considering the network impairment parameters fiazket
loss in video) and encoding parameters, includindec
type, video format, key frame interval, and videspthy
size.

The 2D video quality is evaluated by equation (1):

_Pel,
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where Pply represents packet loss raf@s,y expresses the
degree of video quality robustness due to packss, land
lcoding Calculates the basic video quality affected theirgpd
impairment that is introduced by video bit raBx(in kbps)

and video frame rateF(y in fps). lcoding iS calculated as in
equation (2):
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In equation (2), parametdd;, represents the optimal
video frame rate corresponding to the video bi @ty) for
the best video quality. It is expressed in equafB)n

O, =V, +V,*Br,, 1< 0, <30 @3)

If Fry= O, thenleoging= lof- lor is the maximum video
quality at the video bit rate and it is calculatedequation

(a):
0<ly, <4 (@
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In equation (2),Dgyv represents the degree of video
quality robustness introduced by frame rake,) and is

calculated using equation (5) :

DFrV =Ve TV, * Brv ,0< DFrV ®)
At last in equation (1)Dggy represents the degree of video
quality robustness due to packet loss rate andlésilated by
equation (6) :

_Frv _Br
—_ \/ V
DPpIV = VotV e *+ Vip *e ® 0< DPpIV (6)

In the above equationg, , ...\, are derived from 2D
subjective video tests and are dependent on tle®\ddntent
bit rate, frame rate, and display size. The mettoggofor
deriving the coefficients in the model is giventlre ITU-T
G.1070 [8]. As explained in the standard, with theived
coefficients, the related accuracy of the predictédieo
quality can be evaluated by the Pearson productentm
correlation.

ITU-T G.1070 recommendation includes five sets of
coefficients for different display sizes for MPEGaAd ITU-

T H.264, respectively. For the purpose of demotiatyahe
possibility of extending this model to be applied3D video
quality assessment, one of the five set of coeffits for
MPEG-4 has been used for deriving our model. The
derivation of the proposed 3D video quality assesgm
model is shown in the next sub section.

B. No Reference 3D Video Quality Metric (NVQM)

The proposed 3D video quality model provides an
estimated quality by taking into account both padbes rate
and video bit rate. It is non-intrusive comparecbtoer 3D
intrusive quality models such as SSIM, VQM, etc.

Unlike the 2D video content, the stereoscopic 38ewi
consists of views for left and right eyes and the wiews
work together to provide viewers the three dimemaiaser
perception. The combination of left and right view§
stereoscopic 3D video is handled at the displag aitl uses
the information from both left and right views. &lossy
network, the information lost in the left or righiew for the
same 3D frame (i.e. two views with the same tinmagda
might be compensated by the other view, which narease
the overall 3D video quality. If the quality loss not
compensated from the other view, or even worseldbe
information affects both views, the displayed 3Bniie will
be affected, which eventually decreases the ov@taNideo
quality. Thus we assume that the 3D video qualigfrio is

somehow different from 2D video quality metric whesing
similar network characteristics.

The 2D video quality model in ITU-T G.1070 provides
good methodology that the bit rate, frame rate packet
loss rate are all considered in equation (1) witinthier
calculations from (2) to (6), and for one displagesand
codec, the coefficients stay the same.

With the experience given by G.1070, instead ofgidi
as the starting point of the MOS result as in ¢bgfficient
a; is used to indicate the different MOS of the pees 3D
video quality. We also denotig,qngas a fixed coefficient,
expressed bg,. The factorDpy representing the robustness
to packet loss is kept, but the first two partghef additive
function with coefficientss vi; andvg are combined when
substitutingFr,. This part is represented as The reason for
doing this is that the current model is for a fiXeaime rate
(i.e. 18 fps) only, being easier to understandiamdement.

The proposed no reference 3D Video Quality Metric
(NVQM) model is described in equation (7):

Pply
By
az+ta,*e _E)
3Dq =ata*e (1)

In this equationpPply is the packet loss rate of the 3D
video stream in the transmission, aBg, refers to the 3D
video bit rate, including left view and right viewlhe
coefficients area;, ap az a4 andas, which will be derived
from subjective test results.

IV. EXPERIMENTAL SETUP

The purpose of the experimental testing is to find
mapping curve between the network characterispesket
loss rate) and the 3D video perceptual qualitgependent
from the video content. Firstly different networ&esarios
with varying network conditions are needed. Secgndtieo
content independence is ensured by doing the ewpati
with sufficient number of different 3D video soursamples,
each with differenimotion levels.

The video samples are selected from [16]. FivevRieo
samples with different content are selectdahcing kissing
running swimminganddriving scenarios, which cover high
(running and driving), medium (swimming, dance) don
(kiss) motion of the camera relative to the objfcinterest
in the scene. The video clips are around 6 teetérds long
according to [17] for the purpose of improving tubjective
testing. The network packet loss rate range inglud#,
0.1%, 0.5%, 1%, 2%, 3%, 4%, 5%, 6%, 8% and 10%. All
video clips have a fixed frame rate of 18 fps. Eeicleo clip
is encoded into two quality levels: high bit-rate 4 Mbps
and low bit-rate as 2 Mbps, both for the combinatid left
and right view, respectively. In total, there ar& 21 x 5 =
110 video samples used in the subjective test.rdleroto
obtain enough samples with a balanced time and huma
related costs, each video sample is presentedssedsed by
4 different observers.

40 volunteers have participated in the subjectas.
Each observer is presented with (110 x 4)/40 = iteos
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Figure 3. Subjective participant in the testingissmment

samples. Within these 11 video samples, the diftevaleo
content and packet loss in each video are carefallgcted
so that each observer watches as many differergovid
contents as possible, and the loss rates in tla@sples cover
the cases from low to high with a random orderwve$i as
high and low bit rates. Each participant has resi? 5 euro
voucher as a thank you gesture.

The testing topology is shown in Figure 2. Diffdren
video samples are originally encoded with MPEG-he T
VLC media playetis used as sender and receiver on two
PCs. At the sender side, VLC is used to encodéethand

LVLC, http://www.videolan.org/index.html

right video files (in avi format) into RTP strearasd send
them to the other VLC receiver over the networkieiwork
emulator toolDummynet[18] is used to cause the desired
packet loss. The VLC receiver receives the streamh gver
the impaired network and decodes the stream taueftright
video files in avi format. To acquire the accurattwork
characteristics,Wireshark [19] is used to monitor the
received video packets and calculate the real pdoge rate
at the receiver side.

In the subjective tests, the video samples ardajisg on
an ASUS VG278 monitor (27" display with resolution
1920x1080) with 3D vision 2 support from Nvidia,dathe
participants wear a pair of the 3D vision 2 wirslestive
shutter glasses. The viewing distance is set to lasn
suggested by the monitor manufacturer. The paatidipare
asked to rate these displayed samples from 1 ¢w &vierall
3D video quality and 3D depth experience, whenedicates
the worst and 5 indicates best experience. Accgrttif17],
the scores from 1 to 5 mapped to linguistic terrhad”,
“poor”, “fair”, “good”, and “excellent”, are refeed to as the
Mean Opinion Score (MOS). The tests were conduictetd
5m x 5m quiet room, while having the display monaway
from direct light from the windows for better viavg
experience. A subjective participant in the testing
environment is shown in Figure 3.



Table 1 Coefficients of NVQM for high & low bit rates

ay az az a as
High bit rae (4Mbps 1.2157. 2.4912! -9.8585¢ 44,737 1500.4«
High bit rate +/- 0.5545 +/-0.544 +/- 2.331e+004 +/- 5.85e+005 +/- 1.25e+007
Asymptotic Standard (45.61%) (21.84%) (2.364e+005%) (1.308e+006%) (8.332e+005%)
Error
Low bit rate (2Mbys) 1.1013¢ 2.0808:¢ -1.6332« 8.3326:. 150(C
Low bit rate +/- 2.601 +/-2.544 +/- 4.483e+006 +/- 2.751e+007 +/- 9.793e+009
Asymptotic Standard (236.1%) (122.3%) (2.745e+008%) (3.302e+008%) (6.529e+008%)
Error
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Figure 4. Subjective 3D Mean Opinion Score vs Nekwoss

V. RESULTANALYSIS

The overall 3D video quality results for the 11@eo
samples are collected in the subjective testingurei 4
shows the subjective MOS values for different sasplith
different packet loss rates. Each point is an ajestaMOS
score from 5 samples and each sample is watchedtesfly
four times by four different participants. The aage MOS
score is calculated for each packet loss point fé8mup to
10%. Thus each of the points in the Fig. 4 is araye score
of 4 x 5 MOS values. The perceived 3D viewing gydior
high bit rate achieves better than low bit rateew for
packet loss rate less than 4%, with a corresponiM@fs
above 1.5. The MOS level for both high and low raites
drops rapidly by more than 1.0 when the packet lass
increases from 0% to 1%, and keep decreasing \viilias
gradient till 2% packet loss rate. The MOS levdl lfoth
high and low bit rates videos falls below MOS & fapidly

after 4% packet loss and the difference betweem the

becomes negligible, which corresponds to unacckptader
experience. Considering all the values, due tos#iition of
human opinions, the qualities for high bit rate fan
increasing packet loss rate maintains a smoothecuvhile
the qualities for low bit rate varies from arounth 20 5%
packet loss rate in a MOS range of 1.5 to 2.0. Hewéhis
range is known to be associated with bad user tguefi
experience.

In order to derive a mapping from packet loss ahdae
to the 3D video quality, a fitting curve is calagd and

Packet Loss Rate (%)
Figure 5. Fitting curve of subjective 3D qualityNetwork loss

shown in Fig. 5. The two quality fitting curves aterived
according to our proposed model in equation (7).

The derived coefficients;, a, a3 a4, andas for equation
(7), as well as their standard error, are liste@ahle I.

ITU-T G.1070 specifies how to derive the coefficgen

from v1, tovl2 The basic method uses the combination of

multiple bit rates and frame rates under packet $ognarios,
and derives each coefficient while keep one of\theable
fixed. The coefficients are approximated based @ast
Square Approximation (LSA). In our case, with twarying
bit rates, even though 11 packet loss scenarios w@ate,
using LSA will lead to inaccurate results as itifficult to
verify the compromise result for other bit ratesr Fhis
reason, we did not use LSA to derive one genericofe
confidents, instead we keep two sets of them phogithost
accurate fitting. Further investigation of more-faite levels
will be done to derive such a generic function.

In 3D video quality assessment, objective 3D video
quality models such as SSIM and VQM use the sanightve
for both left and right views and simply average tiwo
quality results. The SSIM and VQM scores are coexgbdior
each pair of the received/degraded and originareefce
videos using MSU VQMT [20]. The SSIM results range
from 0-1, where larger value indicates better dquadind
VQM results range from 0 up to around 10 where Enal
value means better quality. The two value sets f&SHM
and VQM are normalized to 1-5 in MOS scale givelfi2if
and [22] respectively. The average scores for gqmmtket



loss from 5 samples are calculated. By averagiegythality
score for two views using G.1070 expressed in égudl)
to (6), the corresponding 3D quality is also ol#dinThe
Pearson Correlation with subjective test results S&IM,
VQM, and G.1070 are listed in Table 2.

Table 2 Pearson Correlation of SSIM, VQM, G.1070,
NVQM and Subjective Results

SSIM VQM G.1070 NVQM
High bit rate 0.8712 0.7885 0.9059 0.9736
Low bit rate 0.7474 0.8892 0.8606 0.8961

According to Table 2, it is observed that NVOQM
outperforms the other 3 objective assessment method
NVQM has 11% and 19% improvement on accuracy foh hi
and low bit rates compared with SSIM, and 23% highan
VQM for high bit rate. The accuracy improvement for
G.1070 for bot bit rates is around 5%. Also, SSIkt a
G.1070 performs better than VQM in high bit rateilesh
VQM excels SSIM and G.1070 in low bit rate. The
difference is caused by the quality variance of lthe bit
rate 3D videos expected in Figure 4, for the patdst rate
between 2% and 5%. This also explains a relativeelo
correlation value for low bit rate in the results $SIM,
G.1070 and NVQM. With the Pearson Correlation va|le
is confident to say that NVQM correlates well with
subjective test results and our metric is relialsider the test
environment with 4 Mbps and 2Mbps stereoscopic Riew
in 0% to 10% packet loss.

VI. CONCLUSION& FUTURE WORK

This paper proposes a no reference objective video
quality metric (NVQM) for assessing the stereoscopD
video quality using network packet loss rate artdrdie as
input. NVQM can be used in real time while monitagyi
network statistics and thus is suitable for decisioaking
process in adaptive 3D video transmissions.

More extensive tests analysis for more bit ratesfeaame
rates are under investigation. Our future workoisued on
proposing a more generic metric as an extensiccuent
NVQM.
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