Abstract

Following the requirements of discovery of valuable information from data increasing rapidly, data mining technologies have drawn people's attention for the last decade. However, the big data era makes even higher demands from the data mining technologies in terms of both processing speed and data amounts. Any data mining algorithm itself can hardly meet these requirements towards effective processing of big data, so distributed systems are proposed to be used. In this paper, a novel method of integrating a sequential pattern mining algorithm with a fast large-scale data processing engine Spark is proposed to mine patterns in big data. We use the well-known algorithm PrefixSpan as an example to demonstrate how this method helps handle massive data rapidly and conveniently. The experiments show that this method can make full use of cluster computing resources to accelerate the mining process, with a better performance than the common platform Hadoop.

1 Introduction

With the development of information technology, data can be collected faster and more easily. This raises the problem of how to extract valuable information from data. Various techniques have been proposed including statistical analysis, data mining and machine learning, etc. These techniques have different characteristics and could be used on different areas of data analysis. One of the most interesting techniques is data mining, which mainly focuses on knowledge discovery from datasets. It discovers patterns and transforms these patterns into understandable information for users. One of the classic algorithms in data mining is PrefixSpan [1, 2], which was originally proposed by Jian Pei in 2001. Many improvements have been made on this algorithm since then, such as construction of the projected database with restriction [3], removing infrequent items at the beginning of the mining process to reduce the search space, or even performing load balancing between parallel PrefixSpan processes [4, 5]. Furthermore, this algorithm has been used in different areas, such as malware detection [6] and intrusion detection [7]. However, with the challenge of big data, traditional data mining algorithms like PrefixSpan do not have the ability to process massive datasets [8]. Big data processing has been proved to be useful in many different areas such as wireless sensor network analysis [9], and market analysis [10]. The analysis of big data requires algorithms to handle more varied and complex structures with difficulties in storing, analyzing and visualizing [11]. Different storage and processing methods [12] have to be implemented to meet the requirement of processing large-volume, growing datasets [13]. Although different frameworks have been proposed to solve this issue [14], most of them are grid based [15] and are using the MapReduce model [16,17,18] to process the data; however, specialised algorithms running on the framework have not still been properly explored.

In this paper, we proposed a method of integrating sequential pattern mining algorithms with a distributed data processing engine Spark. Since no algorithm has been proposed specialized for the distribution system, porting existing algorithms to the distribution system would be a rational choice. The rest of this paper is organized as follows, section 2 gives an introduction of distribution platforms including MapReduce and Spark, section 3 gives an example of build the classical algorithm PrefixSpan on both platforms. All the experiment results are in section 4 which compared the performance of Spark on different number of nodes and with Hadoop as well.

2 Distribution platform

This section provides the architecture of two well-known distributed frameworks. As traditional data mining algorithms could not fulfil the requirements of massive data processing, new methods are introduced for data mining algorithms to handle big data. MapReduce and RDD are two such methods.

2.1 MapReduce

MapReduce is a parallelizable data process framework aiming to provide a generic method to processing data on cluster or a grid. It has been used in many different areas such as graph pattern analysis [19, 20], itemset mining [21], support vector machine [22] and also sequential pattern mining [23]. To make full use of computing resources and storage resources in
cluster. HDFS is always used to store data files as multiple copies, so that MapReduce can take advantage of locality of data, and decrease data transmission time.

MapReduce employs a master-slave architecture. In either Map or Reduce phases, the core concept is that the master distributes processing tasks to slave nodes, and these slave nodes will return processing result after finishing the job. There is a major difference between Map and Reduce. The Map function always faces the minimum fragments of datasets, and the results are always obtained by manipulating the fragment itself, such as characters’ filtering. It can be described as:

\[
\text{map} :: (\text{key1}, \text{value1}) \Rightarrow \text{list} (\text{key2}, \text{value2}) \quad (1)
\]

The input of Reduce function is from the output of Map phase. Normally, the Reduce function aims to combine the same or different items, get result by statistic or mathematic processing of these items, such as summarize. It can be described as:

\[
\text{reduce} :: (\text{key2}, \text{list} (\text{value2})) \Rightarrow \text{list} (\text{value3}) \quad (2)
\]

The processing function does not have to set MapReduce instance explicitly, which means the developer can focus more on the algorithm. The operations provided by RDD not only contain map and reduce, but also a few encapsulation of transformations like flat map, sort, filter and group. By using these methods, PrefixSpan program could save great efforts for fitting into the MapReduce framework, which means not only simplifying programming model, but also improving processing performance.

This section has introduced two of the famous distribution systems. Both of them could help a traditional data mining algorithms handle massive datasets. In the next section, we will use PrefixSpan as an example to show how to use these platforms to speed up the mining process.

3 Distributed PrefixSpan

In this section, implementing PrefixSpan on two distribution platforms is demonstrated. With the help of RDD, the algorithm not only makes use of the computing cluster, but also simplifies the programming model, while making the algorithm easily to be built and maintained.

3.1 PrefixSpan on MapReduce

PrefixSpan is a well-known data mining algorithm aiming to find sequential patterns from a dataset without the need of multiple scans to the dataset. This algorithm can find length-one items on each round, and is recursively performed afterwards to find all high frequency-occurring items to form patterns. During the recursion, the dataset is always purged based on the found frequent items, which largely reduces the dataset and further decreases the mining time. This algorithm has been proven as an effective algorithm compared with other point-based sequential pattern mining algorithms. PrefixSpan uses a pattern-growth method, which can find patterns with only one scan of the sequential database. Three fundamental steps are involved into the PrefixSpan as follows.

1) Find length-1 sequential patterns, by scanning the database and counting the items in transactions. The frequent items will be length-1 patterns in this round.
2) Project database to reduce search space and build the project database for each pattern found in step 1, that is to remove all the items before the first appearance of the pattern in each transaction. Then the pattern itself will become a prefix to the projected database.
3) Find sequential patterns in the projected database. By following the same procedure in Step 1, the frequent patterns with lengths such as length-2, length-3, etc, in the projected database will also be found.

Finally, all the sequential patterns can be found by recursively performing these 3 steps above.

Related to the MapReduce framework, the same steps will be processed to implement the PrefixSpan. However, using a single Map and Reduce function may not be enough to finish the whole PrefixSpan process, so multiple MapReduce processed will be used.

2.2 Spark

Based on the fundamental concept of Hadoop, Spark [24] is a more effective cluster computing system that makes data processing easier and faster [25]. By introducing a new processing method and data structure RDD (resilient distributed dataset) [26], Spark can provide a wrap for distribution computing, so the program itself does not need to implement MapReduce. Furthermore, Spark also offers different levels of storage, ranging from memory and hard disk to stream [27]. It could greatly speed up the process if program prefers to use memory compared with HDFS in Hadoop.

An RDD can be seen as an encapsulation of both distributed data and operation. Physically, it is a collection of objects partitioned across the cluster, but logically, RDD also provides a set of operations including map, reduce and other common behaviours used in distributed computing. By using RDD, the program cares less about storage, operation and processing flow.
The count frequency part in step 1 needs a whole MapReduce process to be finished. For every transaction going into the map function, the item appearance will be recorded and the reduce function will summarize the occurrence number for each item. The final result consists of the items with the occurrence number above the minimum support.

The project database part in step 2 also needs a whole MapReduce process to be accomplished. The input key is the result from the count frequency function, and the map function will remove items which have occurred before the given key. The reduce function can simply collect all the transactions after processing, and assemble them as a projected database. Similar to the general PrefixSpan process, the process is recursively performed for the first two MapReduce. All the output of the first MapReduce process will be the final result for the sequential pattern mining.

3.2 PrefixSpan on Spark

Like in the previous case, the PrefixSpan program on Spark needs two parts to be complete. The concept of frequency calculation part is to count items in each transaction, and compare the occurrence number with minimum support. Flat map and map in RDD could be used for counting items, and each item will be stored in a tuple and for further comparison. The project database part could be implemented by map and filter functions. The map function will return each transaction after purging the prefix and the filter will be used to remove transactions without items.

By using RDD to write the PrefixSpan program, the processing model is simplified. Furthermore, all the intermediate results can be stored in the memory instead of hard disk, which will be another improvement to speed up the processing.

4 Experimental Testing

The experimental environment contains one master machine and four working machines. The master machine is a PC with an Intel Core i3-3220 CPU and 4 GB memory; the working nodes are virtual machines sharing two cores from an AMD Opteron 2350 CPU and 2 GB memory. The Hadoop platform is version 1.2.1, and Spark platform is version 0.8.0.

4.1 IBM Synthetic Data Generator

Test dataset used in experiments is generated by the IBM Quest Synthetic Data generator [28], which can generate emulated custom transactions. The parameters of the generator can be configured, including item number, pattern number, etc. The configuration used in this paper is shown in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average items per transaction(T)</td>
<td>10</td>
</tr>
<tr>
<td>Number of transactions (D)</td>
<td>200k</td>
</tr>
<tr>
<td>Number of items (N)</td>
<td>1000</td>
</tr>
<tr>
<td>Average length of maximal pattern (I)</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1 Parameters of the synthetic data generator

4.2 Spark

The first experiment illustrated the performance of PrefixSpan using Spark against different minimum supports. By comparing the time consumption of PrefixSpan between
different working nodes, we can find out how this algorithm scales by using the Spark platform.

![Figure 5: Time consumption of Spark with different nodes](image)

From the result in figure 5 we can see that firstly, the processing time increases dramatically when the minimum support drops from 0.6% to 0.4%. Secondly, the processing time used in 2 nodes is much less than the processing time in 1 node. However, increasing nodes from 3 to 4 did not clearly improve the processing performance. The same trend can be found in another experiment of only run one frequency count function and one project database function, which is shown in Fig.6.

![Figure 6: Time consumption of Spark with running partial PrefixSpan](image)

**4.3 Spark and Hadoop**

The second experiment compares the performance of Spark and Hadoop. Both of the frameworks are running test dataset on minimum support 1% against different computing nodes. The result in Fig.7 shows Spark is generally 5 to 10 times faster than Hadoop. And this result can also be confirmed with the output from running PrefixSpan frequency count and project database functions only once, which shows in Fig. 8. Furthermore, by perform the same experiment with lower minimum support, the same trend can be found in figure 9 and figure 10.

![Figure 7: Time consumption of Hadoop and Spark with different nodes with minimum support 0.01](image)

![Figure 8: Time consumption of Hadoop and Spark running partial PrefixSpan with minimum support 0.01](image)
By analyzing these experiment results, it can be clearly seen that the performance of Spark advantages that of Hadoop. By storing all the necessary information inside memory instead of hard disk, Spark can rapidly fetch necessary information without extra time. Besides, the encapsulation of operation and storage could simplify the program model, and further reduce development cost.

5 Conclusion

In this paper, we proposed a novel method of implementing traditional data mining algorithm on distributed systems. With this method, we can extend traditional data mining algorithms like PrefixSpan to handle massive data, significantly increasing the capability of the traditional data mining algorithms. Secondly, by using platform Spark, we can make full use of system memory, which leads to a better performance than the common distributed system Hadoop. Furthermore, with the benefit of RDD, the structure of the program does not have to follow the MapReduce explicitly, so the mining algorithm can more easily be implemented and maintained.

However, the experiment results also show that the performance does not scale linearly or more otherwise with the increase of number of working nodes, especially when the working node number increases to three and more. The reason may be that the overload of these distributed systems affects the system performance as well, which means the more nodes are included in the system, the more time and resources are spent on communication between these nodes. Future work may focus on the optimization towards specific mining algorithms, and the structure and procedure of the relevant implementations could be improved to fit the architecture of distributed system as well.
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