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Abstract— Currently, three-dimensional (3D) video is gainig
increasing popularity by providing immersive user eperience.
Compared against conventional 2D video, 3D video egls at
bringing a “live” scene closer to the users, and/ofrying to place
the users in the environment of the displayed cont¢. However,
streaming 3D video sequences over the IP networks ¢hallenging
due to the impact of dynamic network conditions oruser quality.
Accurate objective 3D video quality assessment igitical for
advanced real-time video streaming adaptation solidns. Most
state-of-the-art objective 3D video quality metrics are
reference-based and require access to the origin8D video
sequences, which is not possible for the real-timapplications.
This paper proposes the extended No-reference obfee 3D
Video Quality Metric (eNVQM) for real time 3D video quality
assessment. eNVQM establishes a correlation betweartwork
packet loss and stereoscopic 3D video quality andaws tuned
according to extensive subjective testing result®erformance of
eNVQM is studied in comparison with two state-of-tle-art
objective video quality metrics: structural similarity index (SSIM)
and video quality metric (VQM).

Index Terms—3D video; objective quality assessment; non-
reference; stereoscopic

I. INTRODUCTION

redundant information that is reduced during corsgign by
various algorithms. Thus diverse network impairrsetiiat
affect either layer (left or right) of the 3D videontent may
result in different levels of degradation of the @Deo quality.
Additionally, the impact of encoding at differentrates and
frame rates on the 3D video varies from that or2fdesideo.
Network delivery of 3D video at good quality levid
challenging mostly due to the network dynamic ctiods.
Despite the development of various network solgjooften
the performance of the video delivery is affeceshecially for
mobile and interactive applications. 2D video dedivresearch
showed that there is a need for more advanced iyt
including adaptive delivery schemes [21][27][28]hiah are
aware of the network conditions and adjust dynaltyidhe
video delivery process in order to maintain gooeryerceived
quality levels. These solutions require accuratal-time
estimation of the user perceived Quality of Expere(QOE).
Some research has been conducted to estimate @uraea
the QOE levels of the 3D video. Subjective methiogislving
people evaluating the 3D video quality provide hygiccurate
results as they directly reflect human quality peton levels.
However, these methods require carefully controlled

PART from the classic 2D video content, the 3D wide€nvironments, cannot be done online during trarsiomns
also supports dissemination of the sense of deptigquire important human resources and are timeucoing.

significantly enhancing the user viewing experierizge to the
advanced development of image processing,
technologies, and digital video coding approachesy.(

Objective quality assessment methods can be pesfbrim

displ&gal-time and are therefore preferred, but are &Essurate.

Recently, several objective quality metrics for @i0eo have

H.264/AVC, H.264/SVC and Multiview Video Coding been proposed [1] —[6], but they lack accuracyintyalue to

(MVC)), 3D video techniques have been widely deptbyn
various application areas, including 3D movies, DBD
gaming, etc. On the other hand, the increasing agpand
speed of both core and access networks suppodethery of
highly popular 3D video to a large user base, idiclg mobile,
and opening new opportunities for diverse applcatibeyond
the traditional theatre-based 3D movie shows, sicmobile
3D video streaming, 3D video chat, and 3D confeirenc

The 3D video has brought a revolutionary enhamieging
experience closer to the video users; however dlitiad to the
challenges that already exist in relation to 2Devidthere are
challenges specific to 3D video for providing usewod
quality levels. This is also because the depthesessociated
with 3D video may enhance or decrease the oveballi8wing
experience depending on the effect of the imagepcession
and delivery. The 3D video content consists of spavideo
frames for the left and right eyes, which form sepaleft and
right video streams/layers, respectively, whicheofthave

the fact that the human visual system (HVS) isidiff to
model in pixels and depth, and is also affectedthgr factors
such as human eye comfort level, viewing distaree,
Furthermore, the existing objective 3D video quwalit
assessment methods are highly dependent on the eiohtent
and do not consider network impairments. The qualiétrics
widely used for 3D video quality assessment emgbDwideo
quality metrics, including PSNR [7], SSIM [8], aMDM [9].
These 2D video quality metrics can be used to nreathe
video quality for the left and right views sepahatend the 3D
video quality can be derived by considering différereights
for the two views [2][11]. However, the above ammbes
require the usage of both decoded and originalovgkEuence
in order to analyse the blockiness, blurring, angptd
information in the decoded video content [12]. Sugfality
assessment can only be done off-line when therrissgon is
over, and thus is not suitable for real-time assess. The no
reference PSNR [10] can be used online, but itaised on



assumptions related to the manner bitrate and #fets
encoded 2D video and therefore its accuracy in a@mext
will be very limited.

This paper investigates the impact of variable oektw
conditions on the perceived quality of 3D video temn. The
proposedextended No-reference 3D Video Quality Metric

(eNVQM) extends the previously described NVQM [14] by

considering not only network-related parameteig. (ess), but
also the video characteristics such as bitratdrancde rate [13].
eNVQM employs the principle of ITU-T G.1070 model
proposed for 2D video quality assessment [15],shddisigned
for 3D video quality estimation. eNVQM is derivedded on
real subjective testing results and can be usedifoactive
adaptive 3D video transmissions.

The rest of this paper is organized as follows:tiSe Il
presents the current subjective and objective 3@wiquality
metrics and Section Ill introduces the eNVQM modsction
IV describes the experimental setup and the exgeriah
results are analysed in Section V. In the end, i@ecYI
concludes the paper.

Il. RELATED WORK & TECHNICAL BACKGROUND

Measuring 3D video quality has already been ingestid
using 2D objective video quality metrics such a®dlRSSSIM
and VQM. Authors of [1] have shown that, by avenggthe
separate results of left and right views, VQM caedict the
overall image quality, while PSNR and SSIM resuieve
better correlation with the 3D video depth peraapthan those
of VQM. Study of the quality evaluation of coloulup depth
map-based 3D video using these 2D video qualityriosets
described in [2], in which the 3D video qualityds average
score of the rendered left and right video usingremovative
Depth-Image-Based Rendering (DIBR) technique. Rétien
using the same weight for left and right views, dhthors of [4]
assign weights of 1/3 and 2/3 of the PSNR scotkedeft and
right views respectively.

A new perceptual quality metric (PQM) was propose®].
Being more sensitive to image degradation and err
guantification that happen at pixel level thanexjugence level,
PQM shows better results for 3D video quality ilmgarison
with VQM. The impact of eye dominance on the peredi3D
video quality is modelled in [3], which is based spatial
frequency by chopping the images into small 4*4ckéo The
edge distortion in depth and colour 3D videos diss a
significant impact on the 3D video quality and thigs been
modelled in the colour and sharpness of edge dimtor
measure (CSED) proposed in [5]. An objective modgP5]
predicts the quality of lost frames in 3D videcesins based
only on the estimated lost frame size. The authof26] also
evaluated stereoscopic 3D video quality using diedive
metrics, including PSNR, SSIM and VIFP. Their résshow
that the colour perception is a dominant in theral&D video
quality while the depth has less impact.

These 3D video quality metrics have different aacyr
levels and advantages. However they all requiderédérence
of the original video source and differ from oupposed non
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reference network-based metric, which does notireche
presence of either the original or degraded 3Dovide
Stereoscopic 3D video contains left and right viéskeo for
left and right eyes, respectively. The two views edther be
stored in a single video file or two separated wifles. These
two views are synchronized and played by a 3D sdpgdo
player simultaneously, providing human viewer two
perspectives of the same scene with a minor dewiaffhis
deviation gives the perception of 3D depth whilis pprocessed
by human brain. When stereoscopic 3D video is tréttad
over the network, the two views are combined intframe
sequential stream. The video frames are stackedognene
from left and right views in a frame sequential man[17].

I1l.  PROPOSED EXTENDELBD VIDEO QUALITY MODEL

The idea behind eNVQM is to investigate properlg th
relationship between network packet loss, and thevigleo
bitrate and frame rate and model it. The modeltheese input
variables, and thus it requires accurate mappiegett of these
three dimensions of the model. ITU-T G.1070 [15 Hefined
a similar model for 2D video. eNVQM employs the adand
major coefficients of the ITU-T G.1070 model, andgoses a
new model for 3D video considering both colour afepth
Hformation.

A. ITU-T G.1070 2D Video Quality Metric

The ITU-T has standardized a user opinion model2ior
video-telephony applications in G.1070. It estirsatee 2D
video quality in telephony applications by considgrthe
network impairment parameters (i.e. packet losgdeo) and
encoding parameters, including codec type, videmé#b, key
frame interval, and video display size.

The 2D video quality is modeled by equation (1):
_Pol,
D
V =1+ Icodlng PRI (1)
where Ppl, represents packet loss raf@y,, expresses the
degree of video quality robustness due to paclest Bnd coging
calculates the basic video quality affected the irgpd
impairment that is influenced by video bitraBs{is expressed
in kbps) and video frame rater(,is measureth fps). Note (1+
lcoding represents the video quality when the packetik6%6.



In the G.1070 model there are twelve coefficiavitéch are
derived from subjective 2D video tests and are déeet on
the video coding, and display size. The methodolégy
deriving the coefficients in the model is given|[itb]. The
recommendation gives five sets of coefficients different
display sizes for MPEG-4 and ITU-T H.264, respediiv In
the standard, the related accuracy of the predidtinb quality
was evaluated by the Pearson product-moment cboe[22].

The derivation of the proposed eNVQM for 3D iswhadn
the next sub section.

B. Extended No Reference 3D Video Quality Metric (eMYQ coefficientsa, a,

depth perception Adepth), respectively.a, and a, reflect the
effect of frame rate and bitrate respectively whiegre is no
packet lossas and a, quantifies the contribution of bitrate so
that both frame rate and bitrate can be represémibfalanced
manner in the overall formula. There is no needfame rate

to have similar coefficients to bitrate becauseftame rate (10

~ 60 fps) scales faster than bitrate (1~10 Mbpsl) thns it is
well enough represented by the natural logarithnme T
coefficientsag to agare used to map different scales of frame
rate and bitrate on the scale of packet loss raspectively.
andag are dependent on the codec type,

The proposed eNVQM is designed to estimate 3D vidadgdeo format, and display size.

guality based on packet loss rate, 3D video bimate3D video
frame rate in a no reference manner.

The stereoscopic 3D video consist of left and rigieivs,
each similar to a 2D video. The left and right véewn
stereoscopic 3D video are directed to left andtreyles of the
human observers with various display technologi€ke
differences in the two views produce illusion innfan
perception and this provides the observer the sefrdepth in a
3D space. During network transmission of a 3D caintany
information loss affects the video quality. If infeation is lost
in either left or right view for the same videorfra, it might be
compensated from the other view, reducing the tyuddiss.
When the information cannot be compensated fronother
view, it may affect the display of the other viewsulting in an
impaired 3D displayed frame and thus decreasin@iheideo
quality. These are the reasons for which we belibed the
network impairment has different impact on 3D vidlean that
of 2D video.

The 2D video quality metric described in G.1070viles a
good methodology of mapping bitrate, frame rate padket
loss to the 2D video quality MOS. Based on this,psepose
for eNVQM the formula from equation (2), Whelfé)codmgis
composed of two additive natural logarithms fortbfitame
rate and bitrate, reflecting the video quality whgatket loss

Furthermore, the overall 3D video quality needsdmbine
colour and depth qualities. It is assumed thattiean additive
effect of depth perception on the colour perceptioterms of
the 3D video quality, so equation (5) is employed:

V3Dq = XV* coor + yV3Ddepth, x+y=1 (5)
where x and y give different weights to colour and depth
perception, respectively. The valuexaindy are derived from
three other perceptual factors considered in thgestive
testing, reflecting eye comfort level, whether 8i2 video is

enjoyable, whether the 3D effect enhances the equas.

IV. EXPERIMENTAL SETUP

An extensive set of experiments are designed tdystie
relationship between the network characteristias. @acket
loss), 3D video encoding settings (i.e. framerhtgrate) and
the perceived 3D video quality, independent from thdeo
content. Different network scenarios with varyingtwork
packet loss ratios were generated. The independehtee
video content is ensured by making use of high remolh 3D
video samples with different contents, each enceodéda set
of encoding settings.

(Pply) is 0%. The remaining part of eNVQM formula Five 3D video clips with content belonging to diffat

represents the effect of packet loss on the videdityy when
considering 3D video frame rate and bitrate. Theaigns are
presented below:

_Pol
V34 =141 oginge © )
1 *° coding = &, IN(Fr, ) + &, In(a, + a,Br, ) ®)
Py By
D¥pv =3, +3, *e ¥ +a,*e ¥ (4)

Equations (2)-(4) are used to estimate the qualitypoth
colour and depth components of the 3D VideSP color and

V3Ddepth. Two sets of coefficients A =af, &..., az} are
derived from subjective 3D video tests of colodcfior) and

scenarios with diverse motion complexity levels setected
from the database in [23], as shown in Table I. dwation of
the selected video clips varies from 6 to 14 sespadcording
to [16]. These video clips are MPEG-4 SVC encodéh high

(4 Mbps), medium (3 Mbps), and low (2 Mbps) averaigeaites
following the IPPP sequence format and have fraatesrof 18
fps and 11 fps, targeting mobile applications. Ehip scene
scenarios include running, driving, swimming, ets.indicated
in Table I.

Figure 1 shows the test topology of the experimeath 3D
video clip is encoded and transmitted using RTPr dbe
network separately fronsenderto Receiverusing the VLC
media playerDummynets used to control the desired packet
loss in the network. ThReceivereceives the stream sent over
the impaired network, and decodes the stream &oviites for
left and right video, creatingvadeoclip pair, separately.



TABLE |
VIDEO SAMPLES 45 , ,
H + . . ’
Clip Motion Scene Duration T : generic fit === T
complexity ) Scene L :
No. scenarios  (seconds) :
level ) i
35 fro P i
. . Q S :
1 High Running 9 ph ; L i
s - i i
= MR :
. L ‘a o +
2 High Driving 14 O 257 oo i 1
c + 4+ + T
T +
. ] ] g 2 4+t \+“~ + + + N
3 Medium  Swimming 13 S
1.5 - + O + + i -
_ _ T :
4  Medium Dancing 6 ) ‘ ; i A R
0 2 4 6 8 10
— =] Packet Loss Rate (%)
5 Low Kissing 8 i Figure 2. Mapping colour quality perception vstwark packet loss rate
45 T

Wiresharkis used at the receiver side in order to captuze t
transmitted stream and calculate the packet Idssietwork 4
loss scenarios are created: 0%, 0.1%, 0.5%, 1% 32804%,
5%, 6%, 8% and 10%. More scenarios were considaned
studied in lower packet loss range (less than B%g)low for
better accuracy. Overall there are 11 * 3 * 2 * 339 video clip
left-right pairs transmitted using the experiment.

Subjective testing is conducted with 40 voluntee330
videos are divided into 10 groups, each contaitdB8gvideos
randomly selected from different video contents;kea loss,
bitrate and framerate. Thus each individual clis baleast 4
results from 4 different observers. The clips dspldyed on a ) ‘
27 inches3D Asus VG278nonitor with resolution 1920x1080 0 2 4 6
pixels, and the3D visiorf support enabled frorhlvidia. The Packet Loss Rate (%)
participants are required to wear a pair of 3Dorsiwvireless Figure 3. Mapping depth perception vs. networkkpatoss rate
active shutter glasses. As suggested by the moni . .-
manufacturer, the viewing distance is set to 1 he fests are %’érameters, respectively. The coefficiends to a are

conducted in a 5m x 5m quiet room, having the nusratvay calculated for Acolor and Adepth , following by the steps
from window to avoid additional unnecessary lighar f described in ITU-T G.1070, respectively. The methoalves

optimum viewing experience. Each participant iseasko calculating some of coefficients by having only asfethem
grade their overall 3D experience, 3D depth expese eye variable and _keepmg the other ones f|xed_. Th(_efu:nmﬁts are
comfort, 3D enjoyable level, 3D effect enhancemiavel COMputed using the Least Square Approximation (LEA).

(whether 3D effect enhance the overall viewing eee). The raw subjective results are processed in oodeliminate

The grading uses the 1 (bad) to 5 (excellent) M&#es outliers. For each clip, an outlier result is colesed if the score
is more than 2 grades adrift from the median MO%lbthe

values recorded from all this clip’s viewers. Howgvwhen
considering packet loss scenarios, for each case tre 22
clips (75% of 30 clips) with different content, dates and
frame rates (with packet loss rate fixed). Amongsth 22
results, the highest and lowest 10% of them aresidered
outliers and are removed. The same process isrpertbfor
both overall colour and depth perception, respebtivThe
mappings between packet loss and the two typesroeption
are shown in Figure 2 and Figure 3, respectivelpe T
corresponding coefficients for colour and depth aisd
fstantiated from equations (2)-(4) are listed ablE II.

In order to verify the correctness of the moded, ttmaining
25% of the subjective results are used to compe@<en
correlation with the eNVQM results. The model usgsuts
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V. RESULTANALYSIS

The results collected from the subjective testssisbnof
grading marks for the 330 video clips, each hagingarticular
combination of bitrate, frame rate, video contemtd packet
loss rate.

The goal is to derive a mapping from packet loésate, and
frame rate values to an estimation of user pere¢@3D video
quality.

75% of the subjective results are used for the mod
derivation and 25% of the test results are resetwvedlow for
the verification of the derived model. A fittingrae is derived
as shown in Figure 2 and Figure 3 for colour angtlie



TABLE Il
COEFFICIENTSCOMPUTED FOR NVQM
colour depth

a; 0.09136 0.08751
a, 1.11132 1.05853
as 0.93128 0.93067
a, 1.79391 1.7921
as -1.24607 -0.46754
ag 0.01436 1.67570
ay 33.775 33.03
ag 2.17023 0.39725
Qg 5.37876 4.45855

TABLE Il

VERIFICATION OF ENVQM COEFFICIENTS- PEARSONCORRELATION OF
ENVQM AND SUBJECTIVERESULTS

Packet Loss Rate = 3%
Packet Loss Rate = 1%
Packet Loss Rate =

Mean Opinion Score

577
Bit Rza. 3 35
te (Mbﬂ_;')

25% 75% 100% . . . .
subjective resul | subjective resul | subjective resul Figure 4. eNVQM 3D video Quality with 0% packetdos
colour depth colour dept colour depth
Correlation| 0.873 0.785 0.916 0.90B 0.942 0.935

with the same frame rate, bitrate and packet lagsas in the
clip presented to the observer. The comparisorh@va in
Table Ill. The slightly lower correlation when 256 the
results are considered is caused by the low numbegsults
available and higher variations. The relative highel of
correlation indicates that our derived model ceédfits are
valid and reliable.

Next, weights for colour and depth for 3D video are

determined by making use of three additional factaye
comfort, 3D enjoyment level, and 3D effect enhaneentevel.
The same process of removing outliers in eachislipllowed,
but outliers when considering a particular packsslrate are
retained, as no fitting curve is required in thisps Giving
different weights to colour and depth, the ovesalbres are
compared against the results of the above thrderfadEach
result set organizes data for a particular paaket tate in each
row with a combination of bitrate and frame valileseach
column. Correlations are computed for each colurairsp
containing subjective results and grading marksttierabove
factors. Finally the average correlations overpatket loss
rates are calculated. This is done for each dfittee subjective
factors considered. The highest average correlatiothese
factors is considered to determine the weights gffar colour
and depth perception. The trend follows'adder polynomial
function, in which y is replaced by (1-x):

Correlatin = —0.0026<2 +0.0046¢+0.8644  (6)

The function of the correlation trend is a paratudla (since
y = (1-x) and its vertex is at x=0.885, giving theghest
correlation of 0.866434615. Thus equation (6) caexpressed
as in equation (7):

V3Dq = 0885* Veolour+ 0115* Vieptn )

eNVQM 3D Quality ———
(Bit Rate = 4 Mbps)

Mean Opinion Score

Figure 5. eNVQM 3D video Quality with bitrate 4 Mbp

bitrate and packet loss rate. The output of eNV@Mxipressed
in terms of MOS and refers to the human perceptib8D
video quality. Fig. 4 illustrates eNVQM variatiorganst
bitrate and framerate when the packet loss is @%aid 3%. It
can be noted how MOS increases as bitrate and fratee
become larger and how the effect of bitrate growtlarger in
terms of MOS than a frame rate increase. And tifiecebf
bitrate and frame rate differs for different padkets rates. Fig.
5 shows specifically eNVQM variation against losserand
frame rate at a fixed bitrate of 4 Mbps. It is alsteresting to
see that for lower range frame rates, MOS dropsmapidly
relative to packet loss growth, while MOS drops ethty for
higher range frame rates.

Other research works from the literature employMs&hd
VQM for objective 3D video quality assessment. Diespur
reluctance regarding the use of 2D metrics to as3Bsvideo
quality, in order to compare the performance of gheposed
eNVQM to other models, SSIM and VQM results apptiethe
3D video are shown next. The same weights for befthand

whereVeoour andVgepn are calculated using equations (2) - (4tight views [1] [2] were applied in order to computhe

and the coefficients in Table Il.
The eNVQM model takes three input variables: fraate,

objective 3D video quality. MSU VQMT [18] was used
computational tool. Since SSIM and VQM use differscales



TABLE IV
PEARSONCORRELATION
SSIM VOM eNVQM
Correlation 0.911 0.932 0.944

from MOS, normalization methods described in [18§ §20]

were employed, respectively. The original and deeda
sample pairs were compared by VOMT for the left @bt

views, and the average scores of both views coedéot MOS
scale were compared with the results of eNVQM. @ering

100% of the subjective results, the Pearson caiveka with

the subjective test results are listed in Table [Whis

correlations show that by using eNVQM higher accyrm

predicting the perceived 3D video quality can béawoted in

comparison when using other reference methods.

VI. CONCLUSION

(8]

[9]

(10]

[11]

(12]

[13]

[14]

This paper proposes the extended no reference tivigjec [1°]

video quality metric (eNVQM) for the online assessinof
stereoscopic 3D video quality. eNVQM estimates3bevideo
quality using frame rate, bitrate and network padéss rate.
Pearson correlation shows that eNVQM has bettarracy in
terms of human perception in 3D video, comparingjrast two

[16]

[17]

current common assessment methods SSIM and VQM.,

eNVQM is perfect for adaptive 3D video transmissias it can (18]
quickly estimate the current video quality so thigdivery
adjustment actions can be taken at the earliesifgespoint, |19
increasing user perceived quality levels.
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