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Abstract—There is an increasing user interest in rich media
content, including multiple sensorial media (mulseradia).
Mulsemedia combines multiple media elements whichngage
three or more of human senses, and as most other tha content,
requires support for delivery over the existing newvorks. This
paper proposes an ADAptive MulSemedia framework (ABMS)
for delivering scalable video and sensorial data toasers. Unlike
existing two dimensional joint source-channel adajption
solutions for video streaming, the ADAMS frameworkincludes
three joint adaptation dimensions: video source -ensorial source
- network optimization. Using an MPEG-7 descriptionscheme,
ADAMS recommends the integration of multiple sensdal effects
(i.e. haptic, olfaction, air motion, etc.) as metaata into
multimedia streams. The MPEG-7 description is compible with
MPEG codecs (i.e. MPEG-4) and therefore enables ADAS
deployment with existing video codecs. ADAMS designboth
coarse- and fine-grained adaptation modules on thserver side:
1) mulsemedia flow adaptation module; and 2) packepriority
scheduling module. Feedback from subjective qualitgvaluation
and network conditions are used to develop the twaonodules.
Subjective evaluation investigated users’ enjoymentevels when
exposed to mulsemedia and multimedia sequences, pestively
and to study users’ preference levels of some sensb effects in
the context of mulsemedia sequences with video cooments at
different quality levels. Results of the subjectivestudy inform
guidelines for an adaptive strategy that selects ¢h optimal
combination for video segments and sensorial dateof a given
bandwidth constraint and user requirement. User peceptual
tests show how ADAMS outperforms existing multimedi
delivery solutions in terms of both user perceivedjuality and
user enjoyment during adaptive streaming of various
mulsemedia content. In doing so, it highlights thecase for
tailored, adaptive mulsemedia delivery over traditonal
multimedia adaptive transport mechanisms.

Index Terms—mulsemedia, quality of experience, subjective
testing.

I. INTRODUCTION

he latest rich media services including video stieg,

voice over IP, video conferencing, on-line gamisggial

networking, etc, require high bandwidth networkstfeir
distribution to users. At the same time, the curmstwork
infrastructure has evolved towards a heterogeneetsork
environment in which wired, wireless, satellitetiogl, etc.
networks co-exist and support network content @ejibased
on various technologies and protocol families idahg the
IEEE 802.3 (Ethernet), IEEE 802.11 (WiFi), IEEE
(WiMax), UMTS, LTE, etc. Noteworthy is also the ydarge
diversity of devices, many of them mobile, whioknable an
increasing number of users to access the lategicesrover
these networks. Despite the increased bandwidthahildy,
the exponential growth in the number of users, tamlipvith
growing network resource requirements of the magiufar

applications, makes for an uphill battle to supgogh quality
for these services. This is especially true fortrmédia-based
services, more sensitive to network delivery fastagkgainst
this background, diverse solutions have been pexpds
increase user perceived quality, including adaptivgtimedia
delivery schemes [1][2][3].

These solutions, however, in line with traditional
multimedia applications, have only engaged two huma
senses: visual and audio. Existing multimedia serviare
limited in their ability to fully imitate the immeive scenarios
and cannot provide an immersed sense of realitichwiiould
have the potential to increase their perceived igubdvels.
For instance, when delivering traditional multimediontent,
users cannot feel real environmental/ambiental etemsuch
as scent of the flowers, air motion of the oceandwhaptic
effect of a push, etc.

Thanks to advanced computational technologiess itow
possible to deliver applications that engage otheman
senses, such as olfaction, touch, gustatory, etcneiv
paradigm has been introduced to extend the traditio
multimedia streams with additional components armsd i
referred to asmulsemedia —multiple sensorial media —
engaging more human senses than the two involved in
multimedia [4][5]. As such, mulsemedia content gstssof
both traditional media objects (e.g. audio and @)dend non-
traditional ones such as olfaction, gustatory, icapt
temperature, humidity, and air motion, all of whitdrget
supplementary human sensorial inputs.

This paper proposes akDAptive MulSemedia delivery
solution (ADAMS) for end-user quality of experience
enhancementADAMS recommends usingIPEG-7-based
coding [7] to integrate multiple sensorial effe¢ig. haptic,
olfaction, air motion) into multimedia streams. Nbv
subjective tests are conducted to analyze uselsyment
levels when exposed to mulsemedia and multimedia
sequences, respectively and to study users’ preferéevels
of some sensorial effects in the context of mulsime
sequences with video components at different quéditels.
By utilizing the results from these subjective $eADAMS
was designed to perform adaptive mulsemedia streami
according to the user preferences in variable nétwo
conditions. A mulsemedia presentation tool was lbpesl to
present audiovisual media synchronized with oléagthaptic,
and air motion data. This system can be extendeddbiyding
more human sensory-related media objects such raglity,
temperature, etc. Making use of this mulsemediagtion
tool, subjective experimental tests were performaad their
results indicate how ADAMS provides high levels uder
experience, especially in terms of enjoyment ofseeal
effects, under highly loaded network conditions.



The paper is organized as follows. Section Il resgie
research on adaptive delivery of multimedia strezensl
existing mulsemedia work. Section Ill presents $hbjective
tests, including the test-bed setup, media seqsescenarios
and results analyses of the perceptual mulsemesficce
delivery. Sections IV and V introduce ADAMS, theoposed
adaptive mulsemedia delivery solution and the sysdiesign
issues. Performance evaluation of the proposednszhis
presented in section VI, while section VII concladiee paper.

Il. RELATED WORK

A. Multimedia Applications

Multimedia data, unlike traditional media cemt that uses
text only, refers to a combination of text, stilnages,
animation, audio, and video. Most multimedia striggm
protocols have been designed at different OSI tayeorder
to improve streaming performance and end user eXpes.
An adaptive client-server multimedia streaming naggdm,

of olfactory data output and thus discriminatesseetin smell
output to convey information, where the smell redsh is
related to the information to be conveyed, which dadls
olfactory icons and smell output to provide an abstract
relationship with the data it expresses, whichdlks smicons

One benefit of having information displays that arelti-
modal and interactive in nature is to share atbentand
information processing demands between our diftesenses.
Applications used to gain the users attention, npmeularly
known as notification or alerting systems, représer of the
areas in which olfactory data output has showntgretential.
Kaye designed two such applicatioSsnell Remindemwhich
allows users to use smicons to create personaifjcatbn
alarms, andHoney, I’'m homgan application shared between
two people which ensures that out of sight, isowitof mind
where smicons are used to alert the other thatayeuhinking
of him/her [14]. Unfortunately, he does not repamy detailed
evaluation of these applications.

Bodnar et al. [15] also created a notification egstthat

the Quality-Oriented Adaptation Scheme (QOAS) wagses olfactory data. They conducted an experimettaly to

designed for the application layer [1]. The QOASert
application uses a Quality of Delivery Grading Suketo
evaluate the delivery quality by monitoring thensaission
related parameters (such as packet loss, deldgr, jilate
packet for play out rate) and estimate end useceperd
quality. The QOAS server uses a Server ArbitraBocheme to
analyze the received feedback reports and adjestétivery
of video stream by varying its quality. In [8], tHeternet
Engineering Task Force (IETF) developed a noveidpart
layer protocol referred to as Partial Reliable-&tmeControl
Transmission Protocol (PR-SCTP). It is an unrebafrvice
mode extension of SCTP which differentiates retmagasions
based on a reliability level that could be set dyitally. By
using PR-SCTP, users can specify rules for datesitnéssion.
When a certain pre-defined threshold is reaches,sénder
abandons packet retransmission and sends the mthing
packet from the application layer. The reliabiligvel is set
based on different data types or the stream regeinds.
Other advanced multimedia streaming solutions hlbgen
also been proposed such as [9], [10], [11], [1&], e

B. Olfaction

Olfaction - or smell — is one of the last challengehich
multimedia applications have to conquer. Enhanciugh
applications with olfactory stimuli has the potahtio create a
more complex and richer usenulsemediaexperience, by
heightening the sense of reality and diversifyingeru
interaction modalities. Nonetheless, olfaction-erdea
multimedia is a challenging research area, andishisflected
by the relative paucity of research.

Pioneering efforts were first carried out by Kaye][14].
His work played a significant role in creating amaaeness of
the issues, problems and limitations associatel thiz use of
olfactory data, incidentally also serving as a geathmary of
olfaction incorporation in various applications aimdustries
across the years. His work revealed that olfactiata are
better suited for ambient displays of slowly chaggi
continuous information and that its use should rely
differences between smell rather than the intensitya
particular smell. He also distinguishes betweefediht types

compare the effect of the use of visual, audio idactory
displays to deliver notifications on a user's eragagnt of a
cognitive task. Participants were given an arithentsk to
complete and at various intervals two types of fizatiions
were triggered, one where the participants hadntoediately
stop what they were doing and record some datardefo
returning to the completion of their task, and titker they

were to ignore. With their experiment, they foutett while

olfactory notifications were the least effective delivering

notifications to end users, they had the advantégeoducing

the least disruptive effect on a user’s engagemkeatask.

In the realm of information processing, we mentibe
study carried out by Brewster et al. [16] in whittey use
olfactory data for multimedia content searchinggvising and
retrieval, more specifically to aid in the searéhligital photo
collections. In their experiment, they compare éfiects of
using text-based tagging and smell-based taggindigifal
photos by users to search and retrieve photos &atigital
library. To achieve this, they developed an olfactphoto
browsing and searching tool, which they cal@doto. Smell
and text tags from participants’ description of faso(personal
photographs of participants were used) were created
participants had to use these tags to put a tafpein photos.
At a later date, participants then had to use Hmestags to
search and answer questions about the previougigeth
photographs. The results of their experiment shdwat t
although the performance with the text-based tags better,
smell (and its ability to trigger memories in inidivals) does
have potential for being used as a querying metfard
multimedia content search.

Whereas the work presented so far has focusedeongé
of olfaction as an alternative to traditional outpodalities, it
must be said that relatively little work has explibthe impact
of olfactory data when integrated with other mealigects. Of
such efforts, most have been undertaken in thealireality
field (VR), in applications ranging from educatiand training
systems [17][18], to gaming [19] and have showngbiential
success of olfaction-enhanced multimedia applioatio



C. Haptics

Haptic user interfaces are relatively new, but haeen
actively applied to the domain of human-computéeriaction
in virtual environments since the early 1990s [2Q][ As
such, haptic technology is widely used across aetyamf
domains, including medical, automotive, mobile phon
entertainment, controls, education, training, rdfaton,
assistive technology, and the scientific study ofuch
[20][21]. For example, Immersion Corporation, a @amy
recognized worldwide for developing, licensing,
marketing haptic technology, reported that 2,000dioe
simulators with haptic technology have been soldldvade
to hospitals and teaching institutions to trainnicians
[21][22]. Haptic technology is, for instance, alsmbedded in
mobile phones to enhance users’ communication e
related to ringtones, games, messaging, alertingliaues,
and user interfaces for touch screen presses.

Today, haptic technology has become an

interface did enhance the sense of presence, epaghen
combined with 3D sound. It was, however, also dieced
that the vibration feedback model was not signifta
effective, and sometimes even hindered the cogente of
collision, but this was attributed to the limitatiof the vibro-
tactile device itself.

It is of little surprise that, because of the rigkatovelty of
the mulsemedia combinations involved, the studedewed
so far also explore user acceptance of these nediame
objects, a theme carried forward in more recergaeh [27],

andyhich looked at user perception and acceptancdfaftory

media combined with the more traditional audio siufo.

The researchers of the study reported in [28] mtese
strategies and algorithms to model context in lecapti
applications that allow users to explore hapticalbjects in
virtual reality/augmented reality environments. Thesults
from their study show significant improvement inca@cy
and efficiency of haptic perception in augmentedlitg

importagnvironments when compared to conventional appesatiat

component of effectively accessing information egst. A do not model context in haptic rendering. Indeée, tise of
haptic device interacts with virtual reality inteces in which haptics in mulsemedia VR environments has very nige
users are allowed to manipulate and obtain mechhni@lso been the subject of the research reporte2bip [

feedback (e.g., vibration) from three-dimensiorgkots (e.qg.,
images and graphs). The haptic interface coulduppated
by a real-time display of a virtual environment wheisers
explore by pushing, pulling, feeling, and manipinigt the
virtual objects with a device (e.g., a mouse olusty[23][22].
Users are thus able to experience simulations ofowa
characteristics of the objects and the environmsuath as
mass, hardness, texture, and gravitational fields.

D. Mulsemedia

In related work [29], researchers reported on aqual
study carried out to establish an algorithm to mevhigh
quality inter-media stream synchronization betweaptic and
audio (voice) media objects in a virtual environméndeed,
synchronization seems to be a common theme across
mulsemedia research. Thus, recent work has explored
synchronization of olfactory media with audio-viseantent
[30], whilst [31] investigated synchronisation issubetween
different modalities, as well as the integrationvideo and
haptics in resource constrained communication ridsve a

Incipient efforts in mulsemedia research have bee@pic closely related to the work described in haper.

forthcoming. For instance, there have been a fewdiess
carried out to investigate the user-perceived egpee
associated with the use of the newer media obgath as
tactile (touch) and olfactory media objects. Howewecause
the use of these media objects is relatively newthia
multimedia field, most of these perceptual studtesve
concentrated their efforts on the practicality aadsibility of
incorporating these media objects into these agiidios.

One such research effort is a virtual reality (MBarning
system called VIREPSE which provides both olfactand
haptic feedback [24]. An earlier mulsemedia VR hiag
environment from the same group of researchersomasin
which research investigated the effect of olfactonlearning,
retention, and recall of complex 3D structures sastorganic
molecules in chemical structures [25]. Howeverthesi of the
two studies report on any detailed evaluation thfegiof these
applications, but rather focus their research &ffoon
discussing the significance of developing such emkdia
virtual environments for education.

In related work, [26] describes an investigativedgtwhich
explored the possibility of using a vibro-tactilevite on the
whole body for simulating collision between the mused a
VR environment. Here, the effects of using a vibrat
feedback model (for simulating collision with diféat object
materials), saltation, and simultaneous use of @ihd toward
spatial presence and perceptual realism, are teBhedresults
from their study revealed that their proposed vitarctile

Concluding, there is important interest in mulseiaezhd
its delivery to go beyond the state of the art.r€lis a need to
propose an adaptive mulsemedia delivery schemmpooive
user quality of experience levels when transmitting
mulsemedia content over heterogeneous networksacil a
solution has not been proposed so far.

I1l.  EFFECT OFMULTI-SENSORIALINPUTS ONUSER
PERCEPTION

A. Overview

This section investigates the effect of mséisorial inputs
on user perception. Three types of sensorial effget. haptic,
air, and olfaction) were integrated into sequensekected
from two movies, creating mulsemedia content. User
perception on played back movies and user enjoymotite
mulsemedia was studied with the help of a spectaliit test-
bed and subjective tests.

B. Test-bed Description

The subjective tests were conducted in the Perfocama
Engineering Lab at Dublin City University, Ireland
(PEL@DCU) in a separate room with no outside distoce.
Testing conditions suggested in ITU-T R. P.910 [@24l ITU-

T R. P.911 [33] were complied with and the singienglus
method was employed. The tests involved 16 userighwh
included 9 males and 7 females. The subjective et
arranged according to a matrix showrAjppendixi| [34].



<<Back To The Future>>

PRE

~Medium Haptic
shock wave

Strong Haptic
(car crash

Low Haptic
human kick]

TABLE |
ENCODING CHARACTERISTICS OF THEMULTIMEDIA CONTENT
Video . Frame . Bitrate
sequence Quality Codec rate Resolution (Kbps)
Jurassic Park High MPEG-4  30fps 1280x720 2500
Avg MPEG-4 24fps  853x480 1100
Back To The| High MPEG-4  30fps 1280x720 2500
Future Avg MPEG-4 24 fps 853x480 1100
TABLE Il

SENSORIAL EFFECTDESCRIPTIONS ATTACHEI TO THEMULTIMEDIA
CONTENT FROM"“JURASSICPARK”

Motion Vld_eo Effects Movie scenaric Olfaction
clip Aroma
1 None Animal attacl
2 Haptic Animal attacl
3 Air Wind as car moving fa
4 Olfaction teagas Burnt
High | 5 Haptic, Air Vehicle vibration and win
6 Haptic, Olfaction  Animal attack and smo Burnt
7 Air, Olfaction Wind and fire Burnt
8 Haptic, Air,  Vehicle vibration, wind an Forest
Olfaction fores
1 None None
2 Haptic Animal attacl
3 Air Subway train come
4 Olfactior Decomposed animal oc Rubbist
Low 5 Ha_lptic, Air_ Pull ‘by parasail and wir
6 Haptic, Olfaction Air plane and cras Methane
7 Air, olfaction Ocean wind and wir Rock poc_)ls,
Mulled wine
8 Olf:ca;% rI1CA|r Movement, gas and wil Methane
TABLE Il

SENSORIAL EFFECTDESCRIPTIONS ATTACHEI TO THEMULTIMEDIA
CONTENT FROM“B ACK TO THE FUTURE”

Motion Vm!eo Effects Movie scenaric Olfaction
clip Aroma
1 None None
2 Haptic Car cras
3 Air Wind
4 Olfaction Smoke Burnt
High 5 Haptic, Air Crash and win .
6 Haptic, Olfaction  Car crash and mant R:lgti)fh
7 Air, Olfaction Wind and smok Burnt
8 Haptic, Air, Car movement, wind ar Burnt
Olfaction smoke
1 None None
2 Haptic Car cras
3 Air Wind
4 Olfaction Burning brea Burnt
Low 5 Haptic, Air Falling down and win
6 Haptic, Olfaction Sound waves and smc Burnt
7 Air, olfaction Smoke and win Burnt
Haptic, Car movement, fire an
8 Olfactir())n, Air wind Msthane

The mrticipants were from different backgrounds,
engineering, education, finance, etc., in th-36 age range,
with a mean of 26. All users initially took partanpilot test ir
order to be familiar with the test operations. Tihgtructions
given to tke participants and the personal information forr
be filled are provided idppendix | [34].

Each user was asked to watch 16 unique multin
sequences taken from the movigsirassic Par” and “Back
To The Futuré

Strong Air-flow Medium Air-flow Low Air-flow

(high altitude wind blowing) (normal wind) (car moving)
Fig. 1 Mulsemedia content includjrvideo, haptic, air, and olfacti (images
from “Back To The FutureCourtesyof Universal Studios Licensing LLC)

(c) Haptic ves '
Fig. 2 Multi-sensorial devices

Fig. 3 Mulsemediiperceptual test-béd

Each sequence was 30s long and was encoded &
different quality levels, namely 2.5 Mbps and 1.bpgd, whick
differed in terms of both frame rate and resolutéord were
labeled High” and “Avg’. The encoding characteristics of t
movie sequences are shown in Table I. Ml-4 AVC video
and AAC audio compression are use conjunction with an
MP4 container. Three sensorial effects (haptic, aind
olfaction) were integrated into the 16 multimedidipc
according to the sequence cmt scenarios, as given in Table
Il and Table lll. Fig. 1 illustrates the video cent and list:
the sensorial affect added to different sequenaea fhe two
movies. For eaclof the two movies, there were four vid
clips with high motion content, andur video clips with low
motion content; furtheeach video clip was encoded at b
high and low quality levels. In this paj, high and low motion
refers to video content which changes raj or slowly,
affecting the process of motion predict and motion vector
computation. For instance, action and sports mowes
typical high motion content videos, whereas talk shows
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Fig. 5 User enjoyment of the mulsemedia content

news are typical low motion videos. These mulsemetips
were shown to users in a random order accordinghéo
algorithm presented iAppendix [1[34].

Fig. 2 presents the devices which provide the thesesorial
effects: a USB fan for air, an olfaction disperfeersmell, and
a haptic vest for vibrations. The duration of haptind
olfaction effects were determined based on theahahovie
content and ranges from 1s to 3s. Fig. 3 showitttare of
the mulsemedia delivery test-bed. Users were asked
complete a paper questionnaire (presentedppendix Il
[34]) which was given to them before the tests. Tinee
interval between every two users was around oneihaarder
to fully refresh the test room (i.e. windows wemgened), as
otherwise the scent lingered in the air.

C. Result Analysis

In this section, the responses to the questiomageeived
from the 16 users are summarized. The most relestatistics
for each questionnaire item are as follows.

1. The sensorial effects enhance the video content.
53.6% of users agree and 31.4% strongly agreeeftivet
85% of users tend to agree.

2. The sensorial effects are annoying.

39.7% and 41.5% of users strongly and slightly gtise,

respectively; thereforé1.2% of users tend to disagree.

The sensorial effects improve the sense of realtgn

watching the video.

47.5% of users agree and 36.1% of users strongbeag

therefore 83.6% of users tend to agree.

4. The sensorial effects are distracting.

37.1% and 35.5% of users strongly and slightly glise,
respectively; therefor&,2.6% of users tend to disagree.

| enjoyed the experience.

41.9% of users agree and 45.9% of users strongleag
therefore 87.8% of users tend to enjoy.

Which sensorial effect do you prefer (or you like best)?
62.5% of users prefer haptic, 31.25% of users praife
6.25% of users prefer olfaction.

User perceptions on both high and average quality
multimedia traffic are summarized in Fig. 4. Itsbown
that the large majority of users rates “avg” andght
quality multimedia sequences good (41.4%/38.5%) and
excellent (23.4%/49.7%), respectively. Additionallyser
enjoyment levels for the mulsemedia content areveho
Fig. 5. The results demonstrate that the majoritysers
(76.3%/84.4%) agree that regardless of the videaitgu
level, mulsemedia content increases user enjoyment.

D. Test Conclusions

The following conclusions can be drawn by lookirtgthee
results from Fig. 4 and Fig. 5:
1.The higher quality multimedia sequences result ighér

overall user quality of perception levels.
2.When delivering mulsemedia content, there is ntssical

difference between user enjoyment levels when egpdos

“avg” and “high” quality sequences, respectively.
3.There is a definite user preferred degree in tesfmsulti-

sensorial effects: haptic effects are preferrethieymajority

of users; this is followed by air effects, whilsifagtory
effects are least popular.

Additionally, by analysing the questionnaires nibizt:
1.Synchronization between sensorial effects and mattia

content needs to be precise, especially when @fads

included.
2.Unpleasant smells such as methane and rubbish aheoy
users and result in reduced user enjoyment levels.

In conclusion, in the absence of multi-sensorigluis, the
large majority of users noticed the difference inltimedia
quality. However, user enjoyment levels were manetz high
when lower multimedia quality sequences were used i
conjunction with multiple sensorial effects. Figlustrates
the principle of the ADAMS system; its adaptatidnategy
takes advantage of the fact that multi-sensoritdcef partly
mask decreases in video quality. In terms of séalsstimuli,
there is a clear preference faaptic, air and olfaction in this
order. This work does not consider, but future work f@gus
on, the effects of either multi-sensorial input dyronization
and/or other pleasant olfaction stimuli on the yserceptual
quality, extending earlier work on the subject [E8]].

IV. ADAPTIVE MULSEMEDIA DELIVERY SOLUTION (ADAMS)

A. Solution Overview

In the context of an increasing amount of data fitraf
communication networks are often subject to veghHbads.
These affect the service quality of the deliveregltimedia
content. Existing content adaptation solutions haaesidered
making multimedia content adjustments dynamically] [
(these mostly affect video, the largest componémtinatch
the transferred content bitrate to the availabledadth and



(4
~

\i
G ] ,/.
ﬁ olfaction  temperature %

video humidity
o @ &
audio gustatory ar, haptic

Adaptive Combination

High quality video I
Average quality video NG
Low quality video "]
Audioll
Haptic sensorial media
Olfaction sensorial mediall

Air sensorial mediall

Other sensorial media

Feedback

Mulsemedia stream

4

o ‘
i g Olfaction device Haptic device

Air device i
Other sensorial device

Q Mulsemedia client

Adapted stream
I Y NN El .

Fig.6 lllustration of the principle of ADAMS system

decrease the loss rate. Despite the adaptationmtsffthe
reduction in encoding multimedia quality is obsehand the
end-user perceived quality decreases. However, emgdia
perceptual tests described in section Il have shthat in the
presence of additional sensorial inputs, the overdr quality
experience is higher than in their absence duridgptive

multimedia content delivery. Consequently this isect
introduces a novel ADAptive MulSemedia delivery wimn

(ADAMS) for end-user quality of experience enhaneain
which considers multi-sensorial content in the rekabased
content delivery adaptation process.

Fig. 6 illustrates a scenario in which ADAMS perfar
adaptive mulsemedia content delivery to an end. @erthe
left side the ADAMS server selects content and/etadata
related to a number of sensorial media types. Thedade
video, audio, olfaction, haptic, air, temperaturemidity, etc.
In general these media types are meant to excit®usg
components of the human sensory system (e.g. ssgi|l,
touch, etc.). Following the adaptive selection psx; the
adapted content is delivered to the ADAMS clienttlag
remote multi-sensorial user in chunks. Feedbactiring the
server about both network delivery conditions anskru
preferences (if any) and ADAMS adjusts the multiswial
content delivery process accordingly. The illustratshows
that following negative feedback, the video comptrie sent
at lower and then the lowest quality levels avéddalvithout
any alteration in the other sensorial componentheiV
feedback information continues to suggest loadelivetyg
conditions, sensorial content is dropped in invessger of
user preference (i.e. olfaction, air and haptiefpte the video
is eventually dropped and audio only is delivered.

adaptation truly benefits from the multidimensiatyabf the
solution space and improves the user multisensorial
experience. This multidimensionality was not takiro
consideration when QOAS was proposed, as QOAS has
performed linear adaptation of the video contety.on

B. ADAMS Architecture

Fig. 7 presents the block-level architectural af groposed
scheme ADAMS, which involves a feedback-based tlien
server approach. During the content delivery sessidhe
ADAMS server exchanges multi-sensorial data insthiever-to
with the ADAMS client, which, in turn passes feedba
information back to the server. ADAMS specific infaation
processing is performed in the hashed blocks, velsethe
other blocks employ already existing solutions.

The ADAMS server is composed of five major blocks. The
ADAMS AdaptatioModulegets regular feedback information
from the ADAMS client and based on the receivedliguaf
delivery scores, takes multi-sensorial media adimpta
decisions according to the ADAMS adaptation aldponit The
ADAMS adaptation algorithm is implemented in twobsu
modules:Mulsemedia Flow Adaptation (MFA) andPacket
Priority Scheduling (PPS) The Multi-sensorial Data and
Metadata block stores the relevant content and cated
information in order to be able to perform the dety. The
MPEG-7-enabled encoder puts together the selectetl a
transcoded multi-sensorial components into a mudskan
presentation ready for delivery. The delivery te ttient is
performed by th&acket DeliveryUnit.

The MFA module provides flow-based coarse-grained
adaptation which transmits proper multi-sensoraitent and

Thus, the ADAMS adaptation algorithm extends th&erforms video content transcoding if required,oading to
Quality-Oriented Adaptive Scheme (QOAS)'s [1] class client feedback. The feedback includes both network

video quality adjustment process with a second estaf
adaptation of the sensorial components accordingiser
interest levels. In this manner ADAMS’s mulsemealeare

conditions and user profile (i.e. priority level sknsorial
effects). The network conditions are indicated gsirff-the-
shelf bandwidth estimation techniques, such adtbael-
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Bus<B. adaptation. LeBys, Bsense @aNdByigeo represent the bitrate of
mulsemedia flow, sensorial data flow and video flow
respectively.Bys is defined in equation (2).

Deliver all video and sensorial date BMS = Bsense + Bvideo (2)

MFA maintains atateparameter to dynamically control the
MFA process according to network conditions. Thre¢esta
are considered in the designMFA, as illustrated in Fig .8.
B,<Bus && 1) The first state State } is active if Bys<B. State 1
indicates that the available bandwidth is enougtdétiver
both video and sensorial data flows and there is\@eed to
perform any content quality adaptation.
2) The second stat&fate 2 is active ifBsenssBa <Bus and
B,>B™\igeo Where B™\igeo iS the bandwidth threshold
Deliver allsensorial data Degrade sensarial data associated with good video quality level. Btate 2the
O g, 8 States transition of the MFA module. available bandwidth is between the bitrate of eressrial data
) o ) ) flow and the bitrate of the video flow and therefadhe video
based Bandwidth Estimation (MBE), introduced in ouUfiow is adapted (i.e. involves quality reductiondaerefore
previous paper [36]. Other bandwidth estimatiorhbégues pjyrate decrease) while all the sensorial data slawe still

are also reported that are outside the scope fpeper (€.9., transmitted. ADAMS adjusts the video bitrate to mee
as in [37] [38]). MBE computes the estimated bamtiwi gy 4jjaple network bandwidth following the feedbaelports.
using two three parameters: number of mobile siafipacket Thjs js based on an additive increase-multiplieatiecrease
loss, and packet size. Equation (1) gives the ceatipn of  licy and on N granularity quality levels defingdinverse
estimated available bandwidtB,) for TCP flows based on qger of video quality. Each such quality leveldisfined in
MBE. The parameterb is the number of packetserms of a triplet<resolution, frame rate, color depth>
acknowledged by a received ACIR,__denotes the probability directly related to a video bitrate value. Whernréased traffic

tetr

of packet retransmissioMRTT is the transport layer round- in the network affects the client-reported QoDG3dgs -
trip time between sender and receiver, ad&S is the QODGS, theQuality of Delivery Grading Schemeill be
maximum segment sizd, is the timeout value used by thedescribed in more detail when presenting the ADAbMBNt
congestion control. The estimated available bantwidr later in this section - ADAMS switches fast to avés quality

UDP flows used in this paper is also given in [36]. level and accordingly adjusts the values of somethef
triplet's components. This action results in a &on in the

Biense <BaSBus && )

Ba2Bsense

MSS 1) bitrate of the video sent, easing the pressurehennetwork

B, = and helping it to recover from congestion. This reually
MRTTX\/Z)EEU +Toxmina,3\/3)F'>e”)ert,x (1+323retr2) determmes Iovx_/er Ios_s rates and _consequer_lt_ly bettétuser

3 8 perceived quality. In improved delivery conditicsss reported

User profiles are configured and updated by the MZA in terms of QoDGS scores, ADAMS cautiously and gedly
client. MFA involves three states to perform mulsemedia flowncreases the transmitted video quality level ahdrefore



improves the values of some of the triplet's comgs. In  flowing) and video packets. In order to obtain ithiéal values
the absence of loss this determines an increasndruser of the weighted factors for different packet types assumed

perceived quality. that olfaction packets have the same priority wvitie video
3) The third state State 3 is active if B;<Bys and B,  packet, which results iW, equalsW,. This assumption is
<B™\ieo State 3indicates that the available bandwidth hasupported by the fact that, in terms of user pdioep

reached very low values and therefore, the videw fis olfaction data has lower priority than both hagtid air-flow
degraded as indicated iState 2 Additionally, following data. According to equation (4), by normalizatidh, W,, W,
delivery quality feedback reports, ADAMS removess®ial andW, values are 0.595, 0.293, 0.056, and 0.056, raspct
media components from the mulsemedia stream, ierg®&y  The probability of scheduling the next packet ie tfueue
order of user interest in their corresponding seabkeffects. is computed by equation (5), which takes into aotdwth
This decision is taken based on user profile infidiiom if it  packet priority and flow bitrate. Parameteendj refer to the
includes user preference for some sensorial mdgjiects, or ™ packet of flowj in the queue ani is the number of queued
explicit user feedback. When such information ist ngoacketsBitrate denotes the bitrate of th8 flow. The value

available, a default preference order is assumedtid® Ill  of packet weight factow! is set based on the packet type (i.e.

has shown a definite preference of the test subjecthaptic, video, haptic, olfaction, air-flow). For instandkthe i" packet

air motion and olfaction effects, respectivelythis order. is a haptic packet, than; equalswW;, which is 0.293 according
The PPS module provides packet-based fine-grainetb the previously described default configuration.

adaptation using a priority model which specifieattpackets W, x Bitrate, (5)

with higher priority are scheduled earlier than staowith R=g—

lower priority. The priority model is derived basew the ZV\/H x Bitrate,

results of the previously described subjectivestedétailed in ) P ) ]

section 1l C. It was hypothesized that a lower lgyavideo The ADAMS client consists of four major blocks. When it

sequence integrated with mulsemedia effects is tapaf receives the multi-sensorial _content_via thg nekwdahe
producing as good a user experience as that affehguality MPEG-7 Decodegets the multi-sensorial media components
video sequence. and passes them to thelaptive Content Presentatiamhich

Let W,, W, W,, andW, denote the weight factors associate(ﬂ’erforms synchronized presentation of the variooatent
with the priority levels of video, haptic, olfactipand air-flow It€ms. Apart from the regular screen and speakersssary to
data packets, respectively. According to resulismirthe Present multimedia content, this unit makes usevafous
subjective tests, on average 63%, 31%, and 6%t ysefer devices, such as haptic v_ests, fans, smell relgad@vices,
haptic, air-flow, and olfaction sensorial effectespectively. Neaters, etc. for presentation of other sensoffects. The
Let W,, W, W,, andW, denote the weight factors associateglient m_alntams aUser Pr_oflle in orde_r_ to_ enableT both
with the priority levels of video, haptic, olfactipand air-flow ~automatic feedback gathering and explicit (if usgesire to
data packets, respectively. The importance orripyiof each provide) in terms of user multl-sengorlal a}dappweferences.
sensorial effect is normalized according to theioran 1€ performance of network delivery is assessedttgy
equation (3). This might not be the perfect model the Quality of Delivery Grading Scheme (QoDGSyhich has
priority levels of these sensorial data packets,itinitializes P€€n implemented in QOAS [1]. QODGS maps quality of
the mulsemedia adaptive system using low complexi§grvice related parameters such as loss, delayjitdand
computation and based on the average opinionsdiubjects t eir var_latlons and estimations of viewer peroélqea_llty on
tested. To the best of our knowledge, this is tret équation application level scores that describe the quabfy the
that models the relationship between haptic, dbactand air- delivery session. This delivery quality is monitrever both
flow in terms of human preferences, and is incaaet in the short-term and .Iong-term. Short-.term monitoringnigportant
ADAMS adaptation strategy. Future work will extend©r learning quickly about transient effects, suah sudden

equation (3) to improve the solution in terms ekbility and  traffic changes, and for quickly reacting to theong-term
scalability. variations are monitored in order to track slowraes in the

AAS RS — ! ) overall delivery environment, such as new flows rotlee
W, W, W, = 063:031:006 ©) network. These short-term and long-term periodssatdo be
Additionally, the subjective tests in section Ihosv that the an order and two orders of magnitude (respectivg[’ypter
user enjoyment levels were maintained high whenefowthan the feedback-reporting interval (e.g. for 186 inter-
multimedia quality sequences were used in conjonctiith  feedback intervals, these would be 1s and 10sectisply).
mulsemedia effects. Naturally, we assign sensodata
packets an equal or higher priority level than thfathe video V. ADAMS: TAILORED FORMULSEMEDIA DELIVERY
packets in terms of the user-perceived experieBesed on
the results from the subjective tests, it can becmled that
sensorial data packets have equal or higher pritaitel (in
terms of the impact on user perception) than thahe video
packets. Therefore, equation (4) is derived to rilescthe

This section follows the ADAMS architecture intration
in section Il and presents several key issuesesighing the
ADAMS system. Besides the adaptation algorithm Ifitse
ADAMS concerns three critical aspects, which ardressed

O . ) . next:
priority relationship between these sensorial gaizkets. 1) Mulsemedia data packet header:
WL W WL i 2 WY (4) 2) Data combination of diverse types of sensoriahdat

Equation (4) is a general approximation of the nio 3) Mulsemedia components synchronisation.
model between sensorial packets (i.e. haptic, ttfac air-



TABLE IV
PACKET HEADER DESCRIPTION OFSENSORIAL DATA
Name Size Description
sequence Used for_ identify the packet. The sequence
2 byte | number increases by one for each sensorial
number
data packet sel
Type of the sensorial effects, e.g. olfaction,
type 1 byte air, haptic, etc.
intensity 1 byte The intensit)_/ of the sensorial effects, e.g.
strong, medium, weak, etc.
start time 4 bytes Start time_ of thg sen_sorial effect when
synchronized with video
) The duration of the sensorial effects.
duration 4 bytes Example: how long the olfaction last.
option 4 bytes | Extensible by users

A. Mulsemedia Data Packet Header

In order to create and deliver the sensorakpts in IP-
based networks, a new packet header for sensatalrebeds
to be defined. A typical way to transmit mulsemedia is to
first create mulsemedia packets using the mulseanddia
packet header and then encapsulate these mulsematdia
packets into an existing codec (e.g. MPEG-4/7). KPE
packets can then be multiplexed and streamed dweerlR
networks. The new packet header for mulsemedia tata
designed and the description of each header fiegivien in
Table IV. The header size is 16bytes.

B. Mulsemedia Data Combination

Fig. 9 illustrates the hierarchical organization diferse
media components employed for mulsemedia
combination including video, audio, olfaction, aatsty,
haptic, etc. These components are representedrrims tef
metadata only or both metadata and content datéaddea
representation is enough to describe most senseffetts
which will be reproduced at remotely located desjce

— Video M»{color depth, frame rate, resolution }
— Audio wb{samp]ing frequency, bit-rate, number of channels }-
—
]
>
< ot metadata set . Lo .
B — Olfactloh scent, start time, duration, ntensity
=
w2
4
E 1 Gustatory Mb{ﬂavor. start time, duration, intensity }
<
o
[
E — Haptic Mb{fcc\ing. start time, duration, prcssurc}
2
g
S
m 1 Temperalure metadata set start time, duration, imensny}
&
1 Humidity metadats set start time, duration, intensity }
. . metadata set . Lo .
— AirMotion start time, duration, intensity

Fig. 9 Mulsemedia components description

C. Sensorial Media Synchronization

The purpose of synchronization is to achieve thsired
temporal relationship between the various sensorélia
objects, all part of the mulsemedia stream. Thetbé natural

datiesire to record zerontermedia skew between different

mulsemedia components for best user quality of Espee
levels. For instance, a zero skew between the Nistu@am
and haptic stream would indicate a perfect temporal
relationship.

In order to help achieve this excellent inter-media

following mulsemedia network delivery. The metadataynchronization, the metadata associated with aindn

associated with the different sensorial media camepts have
similar entries which, for each sensorial effederitify its

start time duration, andintensity Some metadata differs duetemperature,

to some specific sensorial characteristics sudtaasr for the
gustatory effectdirection for air motion, andscent typefor

olfaction. Video and audio components are very \abbwn

and require, apart from the metadata, also theepoesof the
actual content data, which will be decoded and guresl
remotely.

The sensorial media data is sent as metadataaselyato
the client. In parallel with the video stream, sensorial data
stream delivers the control command informationg.(e.
duration, strength, types, etc) to manage the eser’su
sensorial devices. The client then synchronizesstesorial
effects to the actual content by activating/stogpithe
associated sensorial devices.

All of the sensorial
expressed using already accepted standards suelrB6&-7
[7] and Fig. 10 shows how one can use the MPEG
framework to define Mulsemedia Description Schearas (in
this particular case) olfactory media types.

meta data can be convenjentl

sensing-related media objects considered part o th
mulsemedia stream (i.e. olfaction, gustatory, ltapti
humidity, and air motion) includes two

independent features, start time and duration, htielp
control the synchronization during presentation.weer,
unlike the traditional multimedia components (ieedio and
video), sensing-related media objects might camsxpected
user perception effects. For instance, the perdeilgation of
olfaction, gustatory, temperature, and humidityadatay be
less or greater than the intended duration, masiéyto effects
such as propagation and lingering. Employing sohsisuch
as adding constant offsets, allowing larger intedia time
intervals solves some of these problems as denadedtiby
olfaction-video synchronization research [30] [35].

D. Conclusions

This section has introduced ADAMS as an adaptivese
for mulsemedia content delivery, which adjusts Hagious

sensorial media content according to feedback-tedor

network delivery conditions. As opposed to traditib
multimedia adaptive delivery solutions, the desigr
ADAMS'’s adaptation algorithm was informed by botbkeu
mulsemedia subjective tests and delivered videditguin
loaded network conditions.
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<complexType name="MulsemediaSegmentMediaSourcabDgesitionType">
<complexContent>
<extension base="mpeg7:MediaSourceSegmentDecornqgodsipe">
<choice maxOccurs="unbounded">
<element name="VideoSegment" type="mpeg7:VideoSeghype"/>
<element name="VideoSegmentRef" type="mpeg7:RetaEype"/>
<element name="AudioSegment" type="mpeg7:AudioSegmgpe"/>
<element name="AudioSegmentRef" type="mpeg7:Refs€ype"/>
<element name="COlfactionSegment" type="mpeg7:OifmSegmentType"/>
<element name="OlfactionSegmentRef" type="mpeg®RefceType"/>
<element name="HapticSegment" type="mpeg7: Hapto®atType"/>
<element name="HapticSegmentRef" type="mpeg7:Rete€ype"/>
<element name="AirSegment" type="mpeg7: AirSegmgpé€T/>
<element name="AirSegmentRef" type="mpeg7:Referéppe"/>
<element name="GustatorySegment" type="mpeg7: GuydegmentType"/>
<element name="GustatorySegmentRef" type="mpege@éreateType"/>
<element name="TemperatureSegment" type="mpeg7 peeatureSegmentType"/>
<element name="TemperatureSegmentRef" type="mpej@r@ceType"/>
<element name="HumiditySegment" type="mpeg7: Hutyidi SegmentType"/>
<element name="HumiditySegmentRef" type="mpeg7:RefeeType"/>
</choice>
</extension>
</complexContent>
</complexType>
<complexType name="OlfactionSegmentType">

<complexContent>
<extension base="mpeg7:SegmentType">
<sequence>
<choice minOccurs="0">
<element name="MediaTime" type="mpeg7:MediaTimeType
<element name="TemporalMask" type="mpeg7:Temporaklgpe"/>
</choice>
<choice minOccurs="0" maxOccurs="unbounded">
<complexContent>
<extension base="mpeg7:MultimediaContentType">
<element name= "Component">
<simpleType>
<restriction base="string">
<enumeration value="burnt"/>
<enumeration value="forest"/>
<enumeration value="rubbish"/>
<enumeration value="mulled wine"/>
<enumeration value="methane"/>
<enumeration value="strawberry"/>
<enumeration value="wallflower"/>
</restriction>
</simpleType>
</element>
</extension>
<element name="Intensity">
<simpleType>
<restriction base="string">
<enumeration value="low"/>
<enumeration value="medium"/>
<enumeration value="high"/>
</restriction>
</simpleType>
</element>
</complexContent>
</choice>
</sequence>

</extension>
</complexContent>
</complexType>
Fig. 10 MPEG-7-based Mulsemedia Description Scheme

VI. ADAMS - USERPERCEPTUALTESTING comparison with a classic adaptive multimedia delv

ADAMS — the adaptive delivery solution for reemedia SCNeémeé QOAS [1] and a non-adaptive scheme in typica

content is evaluated in this section via user g tests. N€twork delivery conditions. The test-bed, test dibons,
Multimedia content was delivered to a mobile useeroa SUPI€CtS and scenarios are presented and theetastsrare

wireless LAN experiencing growing congestion levelhe —2analyzed next.
congestion was simulated by increasing the numbfer o

transmission flows of the two typical transportdaprotocols
UDP and TCP. The performance of ADAMS is evaludted
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The background traffic was generated accordingaiold Vv
and Table VI. The video transmission time is set3gs.
During the first 20s, there was no background icafffrom
20s to 320s, the number of background flows wasligally
increased from 6 to 30, with 6 new flows added y\&Ds.
The background traffic consisted of UDP and TCPwflo
which were implemented by model agents providedNIS2.
The UDP agents carried traffic generated by Con®drRate

Background Traffic Traffic (CBR) applications and the TCP agents transportédd F

Sl Client Transfer Protocol (FTP) application traffic.BR and FTP
models were also provided by NS2. As the transonisbit-

Fig. 11 Test topology (simulation) rate of TCP flows was variable, as detailed in €alb) the

TCP sending rate was adjusted by changing the cfizbe

TABLEV receiving window.
DOWNLINK AND UPLINK TRAFFIC CHARACTERISTICS
Tcp UDP B. Mulsemedia Synchronization

Packet size Transmission | Packet size Transmission

For proof of concept testing purposes, synuzagion

(bytes) rate (Kbps) (bytes) rate (Kbps) between the sensorial components and the multirneesfigent
downink T00¢ 5171027 1200 1022 was achieved manually according to the sensoriaintsv
uplink 300 256-512 500 512 timeline (i.e. times when the sensorial effectsuocin the
video stream). This is an ideal implementation inichi the
TABLE VI sensorial events were perfectly synchronized wiith video
NUMBER OF BACKGROUND TRAFFIC FLOWS scenario, namely, the inter-media skew was zeroe Th
‘ Number [Number of downlink flows|Number of uplink flows  equipment and software used to synchronize thear@uects
Time (s) ﬂ:vas TCP UDP TCP upp  are shown in Figure 2 and include three deviceschwhi
generate the sensorial effects: a haptic vestjraiarmaand an
0-20 0 0 0 0 0 olfaction dispenser. A C++ software developed tatam
20-80 6 2 2 1 1 these devices uses as input the multi-sensorialitie. The
80-140 12 4 4 2 2 haptic effects were generated by the vest whickigeal fully
140-200 18 6 6 3 3 programmable control of the haptic effects in terwfs
intensity levels, types, and duration. The USB fanovided
200-260 24 8 8 4 4 ;
the air-flow effects and can be controlled to gaterstrong,
260-320 30 10 10 5 5  medium, and weak levels of air-flow and be turne¢bff via

A. Test-bed, Test Conditions and Test Subjects
In order to enable fair reference to the subjectiests

shown in section lll, the same test-bed was usé¢bese tests.

The tests took place in the same location understmae

a program. Olfactory stimuli were released fromdispenser,
which uses four miniature fans to respectively eifmit scents
contained in its four cartridges. There is a wideiaty of
scents to choose from and each fan was programnbgbie
dedicated on/off control.

conditions, already described. None of the usersi h&: Scenariosand Assessment

participated in the initial round of tests descdilie section Il1, In order to evaluate the performance of ADAMS, ¢hre
so they were not familiar with mulsemedia testiEgch user separate test scenarios were designed, as shovabla VII.
was asked to watch multiple mulsemedia clips argeegnce The multimedia clips have both high/low motion imsty and
the associated integrated sensorial effects. Thisemedia high/medium/low quality levels from two movies: <dssic
content was composed of multimedia objects (audid aPark>>and <<Back To The Future>>. Similar to thevjpus

video) and other sensorial components.

The impact of network congestion on video qualiéydls
was studied using the Network Simulator versionN&SZ).
The simulation test-bed used
“dumbbell” topology illustrated in Fig. 11. The s@ios
involved a wireless client receiving video traffiom a video
server over WLAN via an IEEE 802.11g access poftR)(
Background traffic was delivered from a dedicatedser to a
background traffic client, in order to increase tbad on the
wireless network. The video server and backgrouaffic
server were connected to the AP through one rardrthe
wired link between the router and the AP was owiigioned
(100Mbps bandwidth and 20ms propagation delay)habthe
IEEE 802.11g WLAN remained the only bottleneck liok
the end-to-end path.

subjective tests, the performance is assessedrims tef: 1)
user perception of the multimedia content; 2) wsgoyment
experience for the mulsemedia clip.

the wired-cum-wireless The three test scenarios are described neX@cépario A -

Non-adaptivity High quality multimedia clips are shown to
users as a result of their delivery using a norptida scheme
in various network conditions. The quality level edich clip
was affected by the increased network congestione T
sensorial effects were maintained unchange®@nario B -
Multimedia adaptivity High/medium/low quality multimedia
clips were presented to users following their aidapdelivery
using QOAS in increasingly loaded network condisiohe
sensorial effects were unmodified; 3%cenario C -
Mulsemedia adaptivityThe default order for sensorial effects
adaptation was employed, as given by the resuttsiee in
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TABLE VII
SUBJECTIVE TEST SCENARIOS
Number of Scenario A (Non-Adaptivity) Scenario B (MultimediaAdaptivity) | Scenario C (Mulsemedia Adaptivity)
background Video Video Video
traffic flows quality Sensorial effects quality Sensorial effects quality Sensorial effects
High Haptic, Air, Olfaction High Haptic, Air, Olfdion High Haptic, Air, Olfaction
High Haptic, Air, Olfaction High Haptic, Air, Olfdion High Haptic, Air
12 High Haptic, Air, Olfaction Medium Haptic, Air, Gittion Medium Haptic, Air, Olfaction
18 High Haptic, Air, Olfaction Medium Haptic, Air, Cittion Medium Haptic, Air
24 High Haptic, Air, Olfaction Low Haptic, Air, Olfaiin Low Haptic, Air
30 High Haptic, Air, Olfaction Low Haptic, Air, Olfaiin Low Haptic
TABLE VI
USERGROUPSSETUP FORSUBJECTIVE TEST SCENARIOS
User Group 1 User Group 2 User Group 3
Case 1 Case 2 Case3 Casel4 Casel Case 2 Case 3se£a Casel Case 2 Case3 Case4d
Movie JP JP BF BF JP JP BF BF JP JP BF BF
Motion High Low High Low High Low High Low High Low High aw
Scenario A B A B B C B C C A C A
10C 4
g —— NoAd =100
w 8o |=== QOAS & = NoAd
] mmmm ADAMS 2 80, |== QOAS
4 %) == ADAMS
s -]
S 601 5 60 |
€ 40 | Z 40
) @
2 o
(]
=) - I
‘ D_D u L ‘ ‘
o | Strongly  Slightly Slightly Agree Strongly
] Disagree Disagree Agree Agree
Bad Poor Fair Good Exellent

User Perception Level
Fig. 12 User perception level for the multimedidivadgy affected by network

condition

section Ill. For instance, when high network cotigesis
noted, olfaction is removed before other senseffaicts.
Although ADAMS allows users to indicate their adsjmn
preference, for simplicity, the users were not dskespecify
a preference for certain sensorial effects.
The 16 users were divided into three groups as shiaw
Table VIII. Each user group includes four test sas&olving
different combinations of movie type, motion intépsand
scenario. A user belonging to a certain user gnap asked
to complete all the four test cases. The test timation for

each user was roughly 15 minutes.

D. Result Analysis

User Enjoyment Experience

Fig. 13 User enjoyment experience for the mulseanddiivery affected by
network condition

terms of user perception levels was noted. Thig#atds that
the reduction of some sensorial effects in the embdia
delivery has no negative impact on user perceptibrthe
multimedia component.

Fig. 13 presents user enjoyment results when the
mulsemedia content was delivered in increased Waokg
traffic conditions. The results demonstrate thatthbo
multimedia and mulsemedia adaptive schemes imptbee
user enjoyment experience. For instance, in corsgarivith
the non-adaptive scheme, QOAS and ADAMS increase th
percentage of “Strongly Agree” answers by 6.7% a4@%,
respectively. Additionally, ADAMS outperforms QOAS®s
the percentage of users enjoying their experiencethie

Fig. 12 presents the user perception for multimedif\dree” and “Strongly Agree” categories has incehsy
components when the increased background traffic w&0-7% and 7.5%, respectively. This is because ADAMS
delivered. It is clear that, by using QOAS, theceetage of
“Good” and “Excellent” levels increases by 22% ahd%,
respectively, in comparison with that of the nomyative
scheme. QOAS results in less video distortion tedefore
better received video quality. This is consisterithwthe
results from the objective tests in section V. Aiddally,
comparing usage of ADAMS and QOAS, no statistically
significant difference between the two adaptiveescbs in

reduces both the number of sensorial effects aniimadia
quality level, saving bandwidth. Additionally, tteemount of
sensorial effects was decreased according to thes’us
preference level, as determined through the usbjestive
mulsemedia tests described in section IllI, whichcgfully
reduced the negative impact on user enjoymentdevel



E. Conclusions
Following mulsemedia adaptivity testing, it cha stated

that ADAMS, the proposed mulsemedia adaptive schenia]

improves both user perception levels and user emgoy
experience in variable network delivery
Additionally, ~ ADAMS does not sacrifice user enjognt
experience despite the reduction of multimedia iguand
number of sensorial effects, as the latter is perédl in
inverse order to user interest levels.

VI. CONCLUSIONS

In the quest to further enhance user qualitgxperience
mulsemedia combines multiple media elements whitjage
an increased number of human senses. As any otperadf

rich media content, mulsemedia delivery over liiahite [12]

bandwidth networks is challenging. This paper hasppsed
ADAMS, an ADAptive MulSemedia delivery solution in
order to increase end-user quality of experiencdoaded
network delivery conditions. ADAMS'’s design wasdnhed
by extensive subjective tests conducted to studgrsus
preference of various sensorial effects in the exntof

conditions
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