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AbstrAct

Network slicing technology delivers tailored 
network resources to individual applications on 
demand. This article first studies the network 
demands of the most popular UAV applications. 
These applications are classified according to their 
quality of service (QoS) requirements. A novel 
network slicing framework, AirSlice, is designed 
in the 5G domain to enable differentiated QoS 
support for UAV applications. Proof-of-concept 
deployment of AirSlice is presented. AirSlice 
intends to inspire new businesses, new opera-
tions, and new experiences for both operators 
and UAV service providers.

MotivAtion And bAckground
Gartner (https://www.gartner.com/en/newsroom/
press-releases/2017-02-09-gartner-says-almost-3-mil-
lion-personal-and-commercial-UAVs-will-be-shipped-
in-2017) and the Federal Aviation Administration 
(FAA) (https://www.faa.gov/uas/) predict that the 
global market for unmanned aerial vehicles (UAVs) 
will reach US$11.2 billion in revenue and 7 million 
in shipments by 2020. Advancements in communi-
cation, computing, embedded systems, and aerial 
engineering are boosting UAVs’ capabilities in terms 
of higher payload, longer flight times, redundant 
sensors, and artificial intelligence support. These 
onboard technologies enable UAVs to become key 
platforms for emerging services, especially in the 
emerging 5G networks. The authors have already 
studied diverse opportunities and challenges of 
using mobile networking technologies with UAVs 
in a general 5G network context [1, 2]. Other 
researchers have considered using UAVs to support 
network services in specific circumstances such as 
those following natural disasters [3].

The 5G wireless networks are not only set to 
offer increased capacity, lower latency, and faster 
speeds. They are designed to provide support for 
a wide range of rich applications, consumer and 
business-oriented alike, in diverse markets relat-
ed to transportation, energy, healthcare, and so 
on. To achieve this, a novel architecture address-
ing the requirements of the latest increasingly 
complex and highly diverse services is needed. 
A potential solution is employing network slic-
es, which create support for multiple logical net-
works to exist over a shared physical network 
infrastructure. This infrastructure can be support-
ed by different coexisting operators and network 
providers, each offering their resources. Diverse 

services should run in this ecosystem employing 
the end-to-end virtual network that best addresses 
their requirements. This emerging network slicing 
approach aims to transform the whole 5G net-
work resource allocation in support of differen-
tiated services. In a UAV network scenario, for 
instance, different network slices can be allocated 
to diverse UAV services based on their quality of 
service (QoS) requirements.

The International Telecommunication Union 
— Radiocommunication Standardization Sector 
(ITU-R) [4] and Third Generation Partnership Proj-
ect (3GPP) TS23.501 [5] specify three classic 5G 
services: enhanced mobile broadband (eMBB), 
massive machine-type communications (mMTC), 
and ultra-reliable and low-latency communications 
(uRLLC) (or mission-critical communications). 
UAVs, used as emerging 5G devices, are current-
ly attracting significant attention, mostly coming 
from telecom operators and manufacturers. In the 
context of the above list of 5G network services, 
a natural classification of UAV applications and 
their associated traffic is as follows:
• High-bandwidth-demanding applications, 

including high definition (HD) video stream-
ing from UAVs (maps to eMBB).

• Long-term connectivity with small payload 
applications, including unmanned traffic 
management (UTM) data (corresponds to 
mMTC). mMTC refers to high density of 
devices in a certain area, for example, up to 
300,000 mobile users in a cell [6].

• Applications involving short-term ultra-reli-
able communications with small payload, 
like control of UAVs in the beyond visual 
line of sight (BVLoS) (can be associated with 
uRLLC).

• Best effort applications which include the 
ones that generate and exchange all other 
traffic that does not require any special treat-
ment such as infotainment data. 

Infotainment data refers to information and enter-
tainment data and in the context of UAVs includes 
audio-visual data, GPS positioning, Internet access, 
vehicle settings, and so on. This proposed traffic 
classification is in line with the 3GPP enhance-
ments to support vehicle-to-everything (V2X) com-
munications described in TR 22.886 [7].

This article introduces AirSlice, a novel net-
work-slicing-based framework for UAV communi-
cations in a 5G network context. AirSlice provides 
support for service differentiation, enabling diverse 
treatment for four traffic classes, spanning from high 
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bit rate data to ultra-reliable short-term traffic. The 
differentiated support is enabled by network slices 
according to the diverse UAV traffic classes’ QoS 
requirements. Network slicing is a key technology 
that is included in the domain of 5G. In this article, 
by default, UAVs are connected to 5G backhaul. 
These UAVs are then allocated a certain amount of 
network resources based on the proposed alloca-
tion, or slicing, rules, which is the QoS bound.

The article is structured as follows. First, chal-
lenges related to 5G and aspects related to its 
readiness for UAV communications are discussed. 
We then present network slicing in the context 
of current 5G efforts and introduce the AirSlice 
framework for traffic differentiation support. Fol-
lowing that, we describe the AirSlice cloud demo. 
Finally, security aspects are discussed, before con-
clusions and future work directions are presented.

is 5g reAdy for uAvs?
This section discusses the potential capabilities 
and challenges of deploying 5G for UAV ser-
vices. Table 1 presents network requirements 
of five typical UAV services as specified by the 
IMT-2020 5G Promoting Group in China (http://
www.imt-2020.org.cn/en). Package delivery 
with UAVs involves multiple flight tasks such as 
auto-pilot flight, real-time HD video of surround-
ings, and real-time control in case of emergency. 
Agriculture service with UAV focuses on 24/7 
monitoring of farmland. Surveillance as well as 
search and rescue service with UAsV need real-
time video delivery and fully autonomous flight 
capability. Live broadcasting with UAVs requires 
ultra-high bandwidth to satisfy 4k/8k video trans-
mission. Uplink traffic includes both flight data 
and onboard sensor data, while downlink traffic 
generally refers to time-critical control commands. 
All UAV services recommend a data rate of 25 
Mb/s and delay of 200 ms for uplink and data 
rate of 300 kb/s and delay of 20 ms for down-
link. UAV swarm service, such as light show and 
coordinated search and rescue, is not bandwidth 
sensitive, but rather latency critical. UAV swarm 
use recommends data rate of 1 Mb/s and delay 
of 300 ms for uplink and 300 kb/s and delay of 
50 ms for downlink. There are additional aspects 
such as the fact that flight height for all UAVs is 
limited to maximum 120 m in China.

network Qos
The reality is that UAVs (e.g., drones) and smart 
mobile devices (e.g., smartphones) would share 
the same 5G networks and use the same spec-

trum, which is limited. However, the two types of 
devices do not have the same type of traffic and 
do not fully share the same network requirements 
for support of their services. Smart mobile device 
applications require mostly high bandwidth sup-
port, whereas UAVs run services that require 
mostly high reliability and low latency communi-
cations.For most mobile customers, cheap bills 
plus high bandwidth are always preferred. How-
ever, drone customers might also be concerned 
about reliability and latency. However, there will 
be fierce competition between UAVs and exist-
ing mobile devices for access to the limited net-
work resources. Their QoS awareness toward 
device-specific aspects and traffic requirements is 
critical for their success.

5g coverAge And interference in the sky

Existing mobile communication networks are 
designed and optimized for terrestrial commu-
nications. In order to enable the best ground 
coverage, antennas of a base station are tilted 
down in order to reduce inter-cell interference. 
Hence, there might be blind network zones in the 
sky. UAVs can produce more significant uplink 
interference in 5G networks than mobile phones 
because the free space propagation increases the 
interference energy received at neighboring cells.

enAbling network slicing
Standardization bodies, operators, network ven-
dors, and service providers are all working actively 
to design and deploy customized network slicing 
policies. Some of these efforts are discussed next.

beyond 3gPP stAndArdizAtion

3GPP TR 23.799 [8] describes a QoS framework 
as a generic overall solution and outlines nine 
work tasks needed for QoS support. It describes 
how the QoS functionality is distributed between 
core network (CN), radio access network (RAN), 
and user equipment (UE). A high-level system 
architecture and high-level functions have also 
been introduced. For example, TR 23.799 has 
included the following high-level network slicing 
solutions:
• Slicing of a public land mobile network 

(PLMN) with no UE visibility
• Slice selection process at the CN
• Multiple slice sharing by a UE
• Life cycle management of a network slice 

instance
• Slice selection based on usage class
• Roaming architecture of network slicing

Table 1. UAV applications network requirements. Targets for 2020 suggested by IMT-2020 (5G) Promotion Group in China.

UAV applications Task
Data rate, 
uplink

Data rate, 
downlink

End-to-end 
delay (IoT data)

End-to-end delay 
(control data)

Positioning 
accuracy

Height

Package delivery
Auto-pilot flight; real-time 
HD video for tracking

25Mb/s 300 kb/s 200 ms 20–50 ms 0.5m 120m

Agriculture Farmland monitoring 20Mb/s 300 kb/s 200 ms 20–50 ms 0.5m 120m

Surveillance; search and rescue Video delivery 25Mb/s 300 kb/s 200 ms 20–50 ms 0.5m 120m

Live broadcasting 4K/8K video delivery
25 Mb/s (4K) 
100 Mb/s (8K)

600 kb/s 200 ms 20–50 ms 0.5m 120m

Swarm
Light show; coordinated 
search and rescue

1 Mb/s 300 kb/s 300 ms 20–50 ms 0.5m 200m
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However, this 3GPP standard is not tailored for 
any applications, including those related to UAVs, 
leaving many issues open for future study.

The proposed AirSlice framework comple-
ments the work of 3GPP TR 23.799 R.14 by 
bridging the gap between the 3GPP standard-
ized QoS framework and UAV-related services. 
In particular, based on UAV applications’ specif-
ic requirements, AirSlice introduces support for 
QoS flow priority management, bandwidth and 
capacity estimation in the RAN, and slicing poli-
cy for multiple classes, including mission critical, 
bandwidth critical, and so on. This support is not 
included in the 3GPP TR 23.799 standard and 
enables QoS framework deployment in a UAV 
operational context.

slicing core And Access networks

State-of-the-art network slice technologies con-
cern both CNs and access networks. The key idea 
is to treat the core and access networks as a ser-
vice. Taleb et al. [9] found the optimal number 
of virtual instances needed at the CN for a given 
service. The authors designed a new slicing tech-
nology that relates virtual instances of 4G and 5G 
to satisfy QoS of mobile traffic. Popovski et al. 
[10] proposed a communication-theoretic model 
that accounts for the requirements and charac-
teristics of eMBB, mMTC, and URLLC services. 
Based on the communication models, the authors 
designed a heterogeneous non-orthogonal mul-
tiple access scheme to provide slicing for uplink 
traffic. Reliability diversity is the design principle 
that leverages the diff erent reliability requirements 
across the services.

Airslice: frAMework And Architecture
This article introduces AirSlice, a new framework 
for 5G networks that creates and manages dedi-
cated virtual networks for diverse UAV services. 
AirSlice coordinates network resources from the 
CN, transport network, and RAN. The major 
AirSlice goal is to identify the amount of network 
resources needed by particular UAV services and 
to allocate these resources. To resolve this chal-
lenge, fi rst there is a need for a QoS model for 
the service to determine the amount of network 
resources required. Next, a resource allocation 
algorithm will translate the QoS requirements of 
the UAV service into practical network resources 
such as bandwidth. The AirSlice framework is 
described next.

Airslice life cycle

Figure 1 illustrates the AirSlice architecture and 
indicates its life cycle. The architecture consid-
ers three major components, located at cloud, 
CN, and RAN. Figure 1 also shows how four fi xed 
slices are mapped to three typical network slice 
categories: eMBB, uRLLC, and mMTC. In practice, 
the rules to confi gure new slices are fl exible and 
can be determined by customers and/or network 
operators. For instance, such rules might consider 
billing cost, security levels, and so on.

The AirSlice life cycle includes the following 
four stages.

UAV Service-Oriented: QoS Management:
The main contribution of AirSlice is the integra-
tion of UAV-specifi c QoS bound into the process 
of network management. Initially, it is important 
to configure the QoS bounds for different UAV 
services. AirSlice creates and classifi es QoS pro-
files of UAV applications at the cloud. QoS net-
work management recommendations are made 
by UAV service providers by considering not only 
traffic characteristics, but also high mobility and 
low reliability related aspects, which are specif-
ic to UAV communications. In practice, QoS is 
recommended by UAV service providers by joint-
ly considering traffic characteristics and specific 
UAV tasks, as indicated in Table 1.

Mapping UAV-Specifi c Services QoS to Net-
work Resources: Once QoS bounds of UAV 
services are configured, the next stage is to 
map these QoS bounds as the performance tar-
gets of network resource allocation techniques. 
For instance, by proper network management, 
a live broadcasting UAV shall receive 25 Mb/s 
uplink bandwidth for 4K video delivery. Network 
resources at the 5G CN are divided into slices 
according to the QoS profiles of UAV services. 
One or multiple slices could be mapped onto the 
same UAVs upon service request. For instance, 
a UAV with a search and rescue task is assigned 
both a uRLLC slice and an eMBB slice, for the 
purpose of real-time control and high definition 
video delivery, respectively.

Radio Resource Allocation: The core part of 
the AirSlice framework is the specifi c methodol-
ogy for allocating, or slicing, network resources. 
In general, 5G network resources are distributed 
in access network, transport network, CN, and 
cloud. AirSlice performs radio resource allocation 
at the access network. Various solutions such as 
[11] can be employed to allocate bandwidth in 

Figure 1. AirSlice architectural overview.
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accordance to QoS requirements and with vari-
ous advantages and disadvantages.

Feedback: AirSlice monitors the achieved QoS 
levels of UAV applications and provides feedback 
to the QoS framework process at the cloud for 
dynamic adaptive adjustments.

A 3GPP system [12] is expected to provide 
QoS (e.g., reliability, latency, bandwidth) for var-
ious applications (e.g., emergency, medical) in 
5G. 3GPP TR.22.864 [13] specifies that QoS is 
needed for equipment-to-equipment communi-
cations (e.g., UAV-to-UAV). A UAV-generated 
QoS fl ow may either be guaranteed fl ow bit rate 
(GBR) or non-guaranteed fl ow bit rate (non-GBR), 
depending on the UAV-QoS profile. The UAV-
QoS profile of a certain flow is sent to the RAN 
and contains QoS parameters including 5G QoS 
identifi er (5QI), downlink and uplink guaranteed 
flow bit rate (GFBR), downlink and uplink maxi-
mum flow bit rate (MFBR), downlink and uplink 
maximum packet loss rate, and so on. The pro-
posed AirSlice framework uses per-flow instead 
of per-device diff erentiation in relation to the QoS 
granularity since any UAV might generate multi-
ple flows that belong to different usage classes. 
For instance, a package delivery UAV sends back 
HD video traffic (eMBB class), while it receives 
real-time control commands (uRLLC class) to and 
from the delivery operation center.

Airslice block Architecture

A pre-condition for the deployment of AirSlice 
is that the operator maintains a white list of the 
types of UAV applications it can support for the 
customers. The customers can be third-party UAV 
service providers or the operator’s own service 
departments. The customer can send requests 
to the operator for the support of a specific 
UAV service. These requests can include ser-
vice requirements including QoS level, isolation, 
security, and so on. AirSlice makes decisions 
on whether the new service can be offered by 
checking the available 5G network resources in 
the specifi ed geographical areas for the specifi ed 
duration. AirSlice is designed and implemented 
with respect to 3GPP specifications on network 

slicing, 3GPP TR 23.799 and 3GPP TR 28.801. 
In order to support its core design ideas, AirSlice 
includes new modules, QoS Functionalities and 
Network Slice Functionalities, that are distribut-
ed between UAV service providers, slice service 
provider, and operators. Figure 2 illustrates the 
location of major AirSlice modules and discusses 
their role in the overall AirSlice context.

UAV/Slice Service Provider: Both the UAV 
service provider and slice service provider deploy 
AirSlice at the service level in the cloud. The UAV 
service provider creates QoS Functionalities by 
building QoS profiles for individual UAV appli-
cations. A QoS profi le entry contains UAV appli-
cation requirements and related service types. 
The network slice service provider confi gures net-
work slice functionalities via the UAV Communi-
cation Service Management Function (UCSMF). 
The UCSMF receives the communication service 
related requirements from the UAV customers. 
The UCSMF translates the communication ser-
vice requirement to network-slice-related require-
ments including network type, network capacity, 
QoS requirements, and so on. The UCSMF is an 
extention of the 3GPP Communication Service 
Management Function (CSMF). Multiple UAV 
communication service instances (UCSIs) are 
realized by the UCSMF module. A UCSI is an 
instance of a network slice that defi nes network 
characteristics and requirements of specifi c UAV 
services. Examples of network characteristics are 
ultra-low latency, high bandwidth, and so on. The 
UCSI extends the 3GPP service instance.

Operator (RAN and Core): Operators play 
a key role in the network slicing process, as it 
involves support of both RANs and CNs. RAN-side, 
QoS Functionalities are realized using an access 
and admission control scheme. The CN synchro-
nizes QoS profiles with the UAV service provid-
ers and implements packet classifi cations per UAV 
fl ow. The operators are responsible for supporting 
QoS confi gurations and rate control policies during 
the life cycle of communications. The operator 
implements network slice support by using the Net-
work Slice Management Function (NSMF) module. 
The NSMF manages and orchestrates instances of 

Figure 2. Block architecture of AirSlice.
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a network slice, the UAV network slice instance 
(UNSI). A set of UNSIs forms a logical network that 
meets the network characteristics required by the 
USI. Both the CN part and RAN part of a network 
slice can be shared by diff erent UNSIs. The NSMF 
determines the CN-related requirements and 
RAN-related requirements based on UAV custom-
er requirements. The key function of the NSMF is 
slice selection, which handles a UAV’s attachment 
request by selecting an appropriate slice based on 
the UAV service type.

Airslice AlgorithM iMPleMentAtion

A three-step algorithm for practical deployment of 
AirSlice is described next.

Step 1: Target a UAV service and derive its 
QoS requirements. Based on 3GPP TS 23.501, 
which specifi es network statistics (e.g., packet loss 
rate, packet delay budget), identify QoS bounds 
to be observed. These QoS bounds are then used 
for network control policies such as adaptive 
scheduling, admission control, and queue man-
agement. In this article, the network QoS bounds 
are derived as indicated in Table 1.

Step 2: Compute the available bandwidth that 
a network can support for certain services under 
given channel conditions. IBM’s Eff ective Capacity 
link model [14] is employed to model the wireless 
channel in terms of connection-level QoS met-
rics such as data rate, delay, and delay-violation 
probability. The channel model is then used to 
estimate the bandwidth for the QoS bounds.1 The 
Effective Capacity link model employs the prob-
ability of non-empty buffer, marginal cumulative 
distribution function (e.g., Rayleigh-Ricean distri-
bution), and a QoS exponent related to the Dop-
pler spectrum. Based on this link model, derive 
the guarantees for each QoS metric (e.g., bit rate, 

delay) so that the network can tolerate a certain 
QoS-bound violation probability. This probability 
is dependent on the UAV service.

Step 3: Perform network slicing for different 
UAV services. This is achieved in two stages: one 
static and another one dynamic. During the stat-
ic slicing stage, slice allocation is based on the 
bandwidth-delay product (BDP). As eMBB UAV 
services are associated with traffi  c with high BDP 
(e.g., high resolution video and/or large delivery 
latency), this stage selects network slices with 
high BDP. uRLLC UAV services produce lower 
BDP network traffic than that of eMBB services, 
so lower BDP slices will be statically allocated to 
them. During the dynamic slicing stage, BDP of 
the statically allocated network slice is changed 
in order to satisfy the QoS bounds as indicated in 
step 2. This is done by employing network adapta-
tion technologies, such as adjusting physical layer 
modulations, to achieve diff erent data rates.

Airslice cloud instAnce
A network slice consists of a set of network func-
tions, resources to run these network functions, 
policies, and configurations. It is not straightfor-
ward to test the feasibility of a certain network 
slicing scheme. However, a proof-of-concept 
AirSlice framework instance was deployed at the 
cloud. A graphic user interface was designed to 
visualize its operation. AirSlice was confi gured by 
taking input of UAV specifications, task descrip-
tion, access network, QoS bound, and so on. Key 
options and features include the following.

UAV Services Management: The system 
maintains profiles of typical UAV services such 
as search and rescue, video surveillance, UTM, 
swarm light show, remote control, delivery, and 
3D mapping. It is allowed to load new services.

Figure 3. Real-life testbed with multi-access drones and diverse wireless networks: LoRa, WiFi, LTE, and 5G.

1 The actual QoS metrics 
proved to be closely approx-
imated by the QoS metrics 
predicted by IBM’s Effective 
Capacity link model.
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UAV Service Profile: The system allows con-
fi guration for the profi le of a certain UAV service. 
The service profile includes parameters such as 
UAV type, network access technologies, number 
of active UAVs, fl ight speed, camera model, fl ight 
duration, and fl ight height.

Traffic Profile: Features of UAV-generated 
multimedia traffic can be input to indicate the 
traffic load. Default parameters include uplink 
telemetry throughput, image resolution, and video 
frame rate and resolution.

QoS Demands: The system supports setup of 
QoS requirement for certain UAV service in terms 
of throughput, latency, maximum latency varia-
tion, packet loss ratio, and network reliability.

Slice Recommendations: The system saves his-
torical slice strategies for frequently used UAV 
services (e.g., UAV video surveillance). When-
ever a new UAV service of the same type joins 
the network, the previously established slice is 
quickly assigned to the UAV. The system also sup-
ports modifications to network slices (e.g., add-
ing, deleting, modifying) with minimal impact on 
active subscriber services.

Airslice reAl-life Proof of concePt

use cAse descriPtion

The proposed AirSlice is tested when slic-
ing the radio resources for uRLLC services with 
QoS bound. Real-time control of UAVs typically 
employs a uRLLC service that requires ultra-reliable 
low-latency communications for both uplink and 
downlink. A drone light show is selected as the test 
use case as it involves regular downlink and uplink 
traffi  c. The downlink traffi  c, from the ground base 
station to UAVs, includes control commands for 
next movements (e.g., velocity, next position, emer-
gency return). The uplink traffic, from UAVs to 
ground base station, includes rich fl ight data (GPS, 
battery life, velocity, flight log, etc). We evaluate 
the end-to-end latency between UAVs and ground 
base station in terms of communication distance. 
The latency bound recommended for downlink 
and uplink traffi  c in the drone light show use case 
are 50 ms and 300 ms, respectively.

testbed setuP

Four different real networks, LoRa, WiFi, LTE, 
and 5G, were employed to mimic different lev-
els of bandwidth capacity. These four network 

technologies are widely used by UAVs. LoRa has 
low bandwidth, but supports communication over 
large distance at low cost. WiFi is easily available 
and has enough bandwidth for most UAV traf-
fi c, but its communication distance is the shortest 
among the four access technologies. Both LTE 
and 5G can provide good bandwidth and cover-
age in cases where the budget is not limited. We 
demonstrate the remote control of a single UAV 
via the 5G network.

Figure 3 illustrates the test involving 100 light 
showing UAVs from RobSense. There are no 
other mobile devices than the 100 UAVs in the 
cell. Average latencies for the 100 UAVs are com-
puted for both uplink and downlink communi-
cations. By default, each UAV is equipped with 
three radio modules, 5.8 GHz WiFi, 1.4 GHz LTE, 
and 433 MHz LoRa, which are connected sepa-
rately to a ground WiFi base station (by Unify), an 
LTE femtocell (by Nokia), and a LoRa gateway (by 
RobSense). Additionally, we also test the latency 
of the real-time control of a single UAV via Hua-
wei’s 5G CPE (28 GHz) and China Mobile’s 5G 
network in the city of Hangzhou, China.

Downlink traffic is sent from ground to the 
100 UAVs at data rates between 5 and 10 kb/s, 
while uplink traffi  c is sent back to the ground at 
a data rate between 30 and 50 kb/s. The data 
rate is variable as the sampling rates of data 
sources are diff erent; for instance, GPS packets 
are sent at 5 Hz and the battery life info is sent 
at 1 Hz. Both downlink and uplink traffi  c is deliv-
ered on top of TCP to guarantee delivery. Com-
munication distance ranges from 100 m to 1000 
m horizontally. The average fl ight height of the 
100 UAVs is 90 m. The 100 UAVs were remote-
ly controlled via a single ground control station 
(GCS), as shown in Fig. 3. The GCS shows real-
time positions of the UAVs and includes flight 
options such as take off and landing. The GCS 
is then connected to the diff erent wireless gate-
ways, LoRa, WiFi, and LTE, via USB/Ethernet 
cables. These wireless gateways provide the last-
mile network access.

results AnAlysis

Figures 4a and 4b present the average com-
munication latency variation with the distance 
for downlink and uplink, respectively. The plots 
are colored to indicate diff erent virtual network 
slices. In both downlink and uplink, 5G can best 

Figure 4. End-to-end delay for downlink and uplink TCP fl ows: a) downlink end-to-end delay (from ground to drone) of TCP fl ows; 
b) uplink end-to-end delay (from drone to ground) of TCP fl ows.

(a) (b)
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satisfy the communication latency (below 50 
ms for downlink and 300 ms for uplink) across 
the whole communication distance from 100 
m to 1000 m. LTE is within the latency bound 
for distances below 700 m, beyond which the 
latency increases greatly. This might be caused 
by interference from the neighboring cells; this 
is a common problem for existing operator 
networks. LoRa satisfies the downlink latency 
bound of 50 ms within a distance of 600 m, 
but finds it difficult to meet the uplink latency 
bound of 300 ms due to its limited bandwidth. 
WiFi satisfies both downlink and uplink laten-
cy bounds within 300 m distance only, but not 
beyond that, due to the poor signal coverage. 
In summary, communication distance, amount 
of traffic, and downlink and uplink QoS bound 
shall all be considered when slicing the network 
for a UAV service.

conclusion And future work
The telecom industry has already launched 
commercialization of network slicing solutions. 
Huawei released the world’s first 5G Slice Mall, 
comprising operators and industry partners, offer-
ing 5G network slicing services. Huawei demon-
strated a network-slicing-based tele-medicine 
service developed with Deutsche Telekom and 
showcased a virtual reality game using 5G net-
work slicing in partnership with Telefonica.

In such a context, this article is timely. It pres-
ents a novel AirSlice framework, which is designed 
to provide network slicing support for UAV com-
munications in 5G networks. One of the major 
features of AirSlice is employment of network slic-
ing to support QoS differentiation according to 
traffic classes. The article has presented standard-
ization and research efforts as well as issues and 
challenges of design and deployment of AirSlice. 
It has also presented a proof-of-concept cloud 
deployment of AirSlice.

Future work may support offering network 
slice as a service (NSaaS) by either operators or 
third-party organizations to customers. An oper-
ator might decide to slice the network using dif-
ferent criteria, including service types, QoS level, 
mobility, and so on. Certain service types could 
be further classified to allow for finer granulari-
ty to UAV customers. For instance, eMBB traffic 
may be further classified into diverse QoS rang-
es. As specified in 3GPP TR 28.801 [15], typical 
network slice services could be characterized by 
other aspects including radio access technology, 
bandwidth, end-to-end latency, guaranteed and 
non-guaranteed QoS, security level, and so on. 
However, depending on the service offering, slice 
service providers impose limits on the network 
slice characteristics that will be exposed to the 
UAV customers. Finally, future work also consid-
ers building and testing a large-scale 5G network 
with many AirSlice-enabled UAVs, once commer-
cial UAV-deployable 5G modules become avail-
able.
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