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Abstract—The Quality Oriented Adaptation Scheme (QOAS) is
used for high bit-rate multimedia streaming in local broadband
multi-service all-IP networks. It balances two opposing goals: pro-
viding high quality multimedia-based services to end-users, and in-
creasing the infrastructure utilization and number of customers si-
multaneously served. Extensive objective testing results presented
in this paper show that QOAS achieves high performance in terms
of end-user perceived quality, loss rate, throughput, link utiliza-
tion, and number of customers simultaneously served. These re-
sults were obtained even in highly loaded and variable delivery con-
ditions caused by traffic of different types, sizes, and variation pat-
terns. QOAS performance was assessed stand-alone and in com-
parison with other existing solutions, adaptive and non-adaptive.

Index Terms—Adaptive video streaming, end-user perceived
quality, feedback control, grading scheme.

I. INTRODUCTION

FOR THE NEAR future, a sustained growth in the number
of broadband connections to residential users and busi-

ness premises is expected (e.g. exceeding 67 million in Europe
[1] and 300 million worldwide [2] in 2007), as part of a trend
towards multi-service all-IP networks [3], [4], [5]. Broadband
all-IP networks provide a low cost, high bandwidth infrastruc-
ture that enables the distribution of rich content services based
on very popular IP-based applications, such as digital and inter-
active video and audio—including video on demand (VoD) and
voice over IP (VoIP)—high-speed data transfer, gaming, shop-
ping, and banking.

The success of this trend depends on widespread market ac-
ceptance OF IP-based broadband services, which in turn relies
heavily on the users’ quality of experience and on the price that
the end-user must pay. On the one hand network operators and
service providers aim for high infrastructure utilization and for
simultaneously serving a large number of customers, both to in-
crease their revenues and eventually to reduce the price of ser-
vices for their customers. On the other hand, customers are in-
terested in receiving high quality streamed multimedia and in
having access to a large variety of services. And since the large
majority of the services that customers desire includes multi-
media data, which has high bandwidth requirements and timing
constraints, the technical solution used for their distribution has
to accommodate these constraints.
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In this context the Quality Oriented Adaptation Scheme
(QOAS) [6] was proposed as an application-level end-to-end
adaptive solution for streaming high bit-rate multimedia
content. QOAS targets the distribution of high quality multi-
media-based services to customers via local broadband all-IP
networks.

This paper evaluates the performance of QOAS in bal-
ancing customers’ need for high quality of service and service
providers’ and network operators’ goals of increased infrastruc-
ture utilization and more customers served simultaneously. The
paper presents results of extensive tests that involve QOAS
and demonstrates its performance even when the multi-service
all-IP distribution network is subject to very high traffic load
of different types, sizes, and variation patterns. QOAS per-
formance is assessed from different points of view: end-user
perceived quality, loss rate, throughput, link utilization, and
the number of customers simultaneously served. QOAS testing
was comprehensive and included objective testing, using a
simulation model. QOAS was compared to some well-known
adaptive streaming approaches such as TFRCP [7] and LDA+
[8], a non-adaptive approach, and a (hypothetical) ideal adap-
tive scheme.

In the next section, major solutions for providing some level
of Quality of Service (QoS) including some other adaptive mul-
timedia streaming solutions are mentioned and then QOAS is
briefly presented. The results of QOAS simulation-based testing
are presented and discussed in the section that follows, before
the performance analysis of the streaming solutions compared
in this paper is made. Conclusions are drawn in the last section
of this paper, which also presents the work in progress and in-
dicates some possible directions for further work.

II. RELATED WORK

Finding solutions for providing a certain level of quality
for multimedia-based services delivered over best-effort IP
networks has attracted extensive research.

Different approaches were proposed and among the best
known are those based on bandwidth over-provisioning, traffic
engineering, QoS architectures and adaptive solutions.

Bandwidth over-provisioning [9] looks at allocating stati-
cally more bandwidth than the expected network peak require-
ments. This increases the probability of avoiding congestion-re-
lated problems, but provides no guarantees, especially during
peak-hours and with very bursty traffic, while wasting resources
most of the time.

Traffic engineering involves planning, design, monitoring
and management of networks and their traffic in order to allow
for the most efficient transport possible. Although traffic engi-
neering-based solutions (e.g. Integrated Services (IntServ) [10],
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Differentiated Services (DiffServ) [11], Multiprotocol Label
Switching (MPLS) [12], etc.) have unchallenged merits, there
are significant concerns regarding their complexity, deployment
costs and some other issues such as security.

QoS architectures provide a unifying framework for dif-
ferent aspects concerned on QoS provisioning, ranging from
user requirements through operating system and hardware
characteristics to network capability and performance [13].
Proposals include the Lancaster QoS-Architecture (QoS-A)
[13], OSI QoS Framework Model [14], [15], Tenet Approach
[16], etc.) which can provide good results, but are complex and
relative expensive to deploy.

Adaptive schemes [17], [18] for multimedia streaming take
the distribution networks as they are and provide the least com-
plex and the most flexible mechanisms for providing certain
level of QoS in existing network conditions. Among the adaptive
schemes, bandwidth-smoothing techniques [19] help in lightly
loaded networks as they vary the transmission rate of bursty
traffic without affecting the transmitted content, averaging it out.
However in highly loaded conditions, tougher measures need to
be taken and they include variation in the amount of data to be
transmitted. These adaptive schemes adjust the bandwidth used
by the applications according to the existing network conditions,
increasing or decreasing both the transmission and content en-
coding rates.

The adaptive streaming schemes were classified [17] ac-
cording to where the adaptation takes place in: sender-driven
solutions such as TFRCP [7], LDA+ [8], RAP [20] or LQA
[21], receiver-driven solutions such as RLM [22] or RLC [23],
and transcoding-based solutions [24], [25].

The authors of [22] proposed and the ones of [23] improved
a receiver-driven adaptation scheme based on multicast groups
that allowed the clients to directly select the desired multimedia
quality in the absence of feedback. On-the-fly transcoding is
used in [24] to meet the clients’ requirements, whereas [25]
presents a more general transcoding-based solution that relies
on filters deployed in the distribution network to match the
quality level required by clients. Among the sender-driven
schemes, the adaptive solution proposed in [26] varies some
encoding-related parameters at the server to adjust the bit-rate
of transmitted multimedia data according to feedback from
clients that monitor some parameters related to multimedia
transmission only, while the work in [21] describes a layered
encoding-based adaptive solution.

Recently, different rate adjustment sender-driven solutions
for adaptively streaming video have been proposed, such as a
protocol that manages its window size in a similar manner to
TCP, but does not retransmit lost packets [27]. Limitations in-
clude its inflexibility and its problems with time sensitive media.
The Loss-Delay based Adjustment algorithm (LDA) [28] uses
RTCP reports to estimate round trip delays and loss rates, a
packet-pair technique to estimate the bottleneck link bandwidth,
and some user-initialized parameters. The enhanced Loss-Delay
Adaptation algorithm (LDA+) [8] also makes use of RTCP re-
ports to collect loss and delay statistics, and adjusts the trans-
mission rate in a TCP-like manner subject to equal losses and
delays. The Rate Adaptation Protocol (RAP) [21] uses TCP-
like packet acknowledgements to estimate loss rates and de-

lays. When there is no loss, the rate is additively increased as
a function of round trip delay, otherwise the rate is halved as
in TCP. In [7] a TCP-Friendly Rate Control Protocol (TFRCP)
is presented, based on a TCP model previously proposed in
[29]. When there are losses, the rate is limited to that com-
puted according to the TCP model, otherwise the rate is dou-
bled. TFRCP’s major problem is that it updates its rate every M
time units and changes in traffic that occur on a faster scale may
be taken into account too late.

Commercial adaptive streaming solutions like Real Net-
works’ SureStream [30] and Microsoft’s Multimedia Multi-bi-
trate (MBR) solution [31] are proprietary and detailed technical
information has never been revealed. However the available
information states that they were specially designed to allow
for adaptations at very low bit-rates, unlike QOAS, which
addresses high quality high bit-rate video streaming.

Although all these adaptive schemes are supported by good
results in certain scenarios, their adjustment policies are not di-
rectly related to the end-user perceived quality. Also they do not
address the balance between the link utilization and the number
of customers served and their perceived quality.

III. THE QUALITY-ORIENTED ADAPTATION SCHEME (QOAS)

As with any adaptive scheme for multimedia streaming, the
Quality Oriented Adaptation Scheme (QOAS) [6], [32], [43] re-
lies on the fact that random losses have a greater impact on the
end-user perceived quality than a controlled reduction in quality
[33]. Therefore the end-to-end sender-driven adaptation mech-
anism employed by QOAS controls the adjustment of both the
quality of the streamed multimedia content and the transmission
rate so that it maximizes the end-user perceived quality in ex-
isting delivery conditions. This intra-stream adaptation con-
trols the quality, and consequently the quantity of streamed mul-
timedia-related data and is based on information received from
the client.

The QOAS-based system architecture includes multiple
instances of the end-to-end QOAS adaptive client and server
applications. These exchange video data and control packets
through the IP-based delivery network. The QOAS client
continuously monitors some transmission parameters and
estimates the end-user perceived quality, and its Quality of De-
livery Grading Scheme (QoDGS) regularly computes Quality
of Delivery scores QoDscores that reflect the multimedia
streaming quality in current delivery conditions. These grades
are sent as feedback to the QOAS server, whose Server Arbi-
tration Scheme (SAS) analyzes them and proposes adjustment
decisions to be taken in order to increase the end-user perceived
quality in existing conditions.

The QOAS adaptation principle is schematically described
in Fig. 1. For each QOAS-based multimedia streaming process,
a number of different quality states are defined at the server (e.g.
the experimental tests have involved a five-state model). Each
such state is then assigned to a different stream quality. The
stream quality versions differ in terms of compression-related
parameters (e.g. resolution, frame rate, color depth) and there-
fore have different bandwidth requirements. They also differ
in end-user perceived quality. The difference between the av-
erage bit-rates of these different quality streams is denoted as
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Fig. 1. Schematic description of QOAS’s adaptation principle.

“adaptation step”. During data transmission the client-located
QoDGS computes QoDscores that are sent via feedback to the
QOAS server, which dynamically varies its quality state based
on suggestions made by SAS. When the delivery conditions
cause excessive delays and/or loss the client reports a decrease
in end-user quality and the server switches to a lower quality
state, reducing the bit-rate of the streamed multimedia. Conse-
quently this may reduce the delays and the loss, increasing the
end-user perceived quality. If the QOAS client reports improved
streaming conditions, the server increases the quality of the de-
livered stream. These switches to higher and lower quality states
respectively are performed gradually with the granularity of the
QOAS adaptation step. The smaller the adaptation step, the less
noticeable to the viewer is the effect of the bit-rate modifica-
tion. However the higher the adaptation step, the faster is the
convergence of the algorithm to the bit-rate best suited in ex-
isting network conditions.

The client-located Quality of Delivery Grading Scheme
(QoDGS), described in detail in [6], evaluates the effect of the
delivery conditions on end-user perceived quality. It monitors
both short-term and long-term variations of packet loss rate,
delay and delay jitter, which have the most significant impact
on the received quality [34], [35] and estimates the end-user
perceived quality. The end-user quality is estimated using the
no-reference moving pictures quality metric Q [36], which
maps the joint impact of bit-rate and data loss on video quality
onto the ITU-T R P.910 five-point grading scale [37].

The Server Arbitration Scheme assesses the values of a
number of consecutive QoDscores received as feedback in
order to reduce the effect of noise in the adaptive decision taking
process. Based on these scores SAS suggests adjustment deci-
sions. This process is asymmetric, requiring fewer QoDscores
to trigger a decrease in the server’s quality state than for an in-
crease. This ensures a fast reaction during bad delivery condi-
tions and helps to eliminate its cause. The increase is performed
only when there is enough evidence that the network conditions
have improved. This asymmetry helps also to maintain system
stability, by reducing the frequency of quality variations.

When QOAS is used to stream multimedia to multiple
viewers, an inter-stream adaptation scheme [6] complements
the intra-stream adaptation and aims for a finer adjustment in
the overall adaptation process. The inter-stream adaptation is
responsible for preventing QOAS-based adaptive processes

Fig. 2. “Dumbbell” simulation topology includes a bottleneck link, N commu-
nicating QOAS server and client application instances and a number of back-
ground traffic source-sink pairs.

from reacting simultaneously to variations in the delivery
network. It selectively allows some of the QOAS-based sources
of multimedia data to react to the received feedback, in a
step-by-step process, achieving near optimal link utilization
and long-term fairness between the clients.

IV. OBJECTIVE TESTING—SETUP

QOAS was proposed as an adaptive solution to deliver high
quality multimedia-based services to home residences and
business premises via local broadband multi-service all-IP
networks. In order to verify and validate its performance,
objective testing was employed, involving Network Simulator
2 (NS-2) [38] and NS-2-built simulation models.

These simulations aim at showing that the QOAS-based solu-
tion achieves significant performance in different delivery con-
ditions and subject to cross traffic of various types, sizes and
variation patterns. Next the network topology, multimedia clips,
simulation models and performance assessment are presented.

A. Network Topology

The “Dumbbell” topology used for simulations is presented
in Fig. 2. It assumes a single shared bottleneck link (B1–B2)
with 100 Mb/s bandwidth and 100 ms latency. The sources of
traffic (QOAS server application instances) are located on one
side of the bottleneck link, and the receivers (QOAS client ap-
plication instances) are on the other side. The other links are
over-provisioned so that the only packet loss and significant de-
lays are caused by congestion that occurs on the bottleneck link.
The buffering at the B1–B2 link uses a drop-tail queue of size
proportional to the product of round trip time (RTT) and bottle-
neck link bandwidth (labelled “B1–B2 Bwd” in Fig. 2).

B. Performance Assessment

The QOAS performance is assessed stand-alone and in com-
parison with other schemes in terms of loss rate, throughput,
bottleneck link utilization, end-user perceived quality, and
number of customers simultaneously served. End-user quality
is computed using the no-reference moving pictures quality
metric Q [36] and expressed using the ITU-T R P.910 five-point
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scale for grading subjective perceptual quality [37]. The com-
parison is done with a non-adaptive solution, with TFRCP and
LDA+ adaptive schemes and with an ideal adaptive solution
that would achieve maximum bandwidth utilization with zero
loss at any moment. The models used during simulations are
described next.

C. Simulation Models

Non-adaptive (NoAd) streaming transmits multimedia
streams using the highest available rate, regardless of the
eventual delivery problems (e.g. packet loss, increased delays).
During the tests a maximum rate of 4 Mb/s was used.

The equation-based TFRCP [7] uses estimates of round-trip
delay and loss rates to determine its adaptation policy. When
there are losses, the rate is limited to the one computed by the
TCP model; in cases of zero loss, the current transmission rate
is doubled. The sender updates its rate in intervals of M units.
The TFRCP model used has 1 as suggested in [7] for
delays greater than 100 ms, as in this setup.

LDA+ [8] adaptation relies on estimates of network condition
and each individual stream’s bandwidth share. In zero loss pe-
riods, the sender increases its rate by the value computed from
an estimated bandwidth share rate increase, a bottleneck band-
width share rate limit and a corresponding TCP rate update. In
nonzero loss periods, the server reduces its rate depending on
the current rate and a TCP model-computed rate. The LDA+
model used has an RTCP feedback interval of 5 s as suggested
in [8].

An ideal adaptive scheme would successfully adapt to
changing network conditions and determine an output rate
that matches the available bandwidth at any moment yielding
the best end-user quality possible in existing conditions. In
consequence the model built for this ideal adaptive scheme
for streaming multimedia achieves 0% loss and 100% link
utilization data at all times.

The QOAS model conforms to the description given in
Section III, with a SAS upgrade period of 6 s and a downgrade
timeout of 1 s. The QoDGS short-term period was set to 1 s,
and the long-term period was 10 s.

NS-2 built-in models generate all the background traffic used
during testing.

D. Multimedia Clips

Five five-minute long video sequences were selected from
movies with different degrees of motion content representative
for their type. The diehard1 sequence includes a great deal of ac-
tion, jurassic3 and dontsayaword have average motion content,
familyman has very little movement, whereas roadtoeldorado
is a typical cartoon sequence. The clips were MPEG-2 encoded
at five different rates between 2 Mb/s and 4 Mb/s (adaptation
step is 0.5 Mb/s) using the same frame rate (25 frames/s), the
same IBBP frame pattern (9 frames/GOP) and resolution 320
240. Traces were collected, associated with the different server
quality states, and stored in a database to be used during simula-
tions. Table I presents some statistics about the different quality
encoded versions of these clips.

TABLE I
PEAK/MEAN BIT-RATE RATIO OF ALL MPEG-2 ENCODED QUALITY VERSIONS

OF THE CLIPS USED DURING SIMULATIONS

V. OBJECTIVE TESTING—SCENARIOS AND RESULTS

Considering the setup described in the previous section,
next simulation scenarios and results of the simulations are
presented.

A. Single Clip Streaming With Various Cross Traffic

The first set of tests aims at assessing the performance of
a single multimedia stream delivery using QOAS in highly
loaded traffic conditions and in the presence of various cross
traffic, commonly expected in multi-service IP networks. The
NS-2 simulations that lasted between 200 s and 400 s used the
“Dumbbell” topology presented in Section IV-A and involved
diehard1—the highest motion content multimedia clip intro-
duced in Section IV-D. Background traffic of different types,
shapes and variation patterns was generated using NS-2 models.
UDP: constant bit-rate (CBR) and variable bit-rate (VBR) and
TCP: long-lived FTP-like and short-lived WWW-like traffic
are two main classes of traffic taken into account. Traffic with
different sizes and variation patterns was considered within
each of these classes. First column from Tables II, III, IV and V
indicates the number of traffic sources and their average bit-rate
expressed in Mb/s (e.g. 4 0.4 describes four sources of 0.4
Mb/s each). The second column presents the characteristics
of the generated background traffic (e.g. 0.001 s on—0.1 s off
indicates an exponential traffic generated with such an on-off
pattern). This background traffic is taken into account on top of
a CBR traffic of at least 95.5 Mb/s. This CBR traffic simulates a
well-multiplexed result of multiple traffic sources as it happens
in real world situations after statistical multiplexing. The 95.5
Mb/s bit-rate was such chosen to allow for minimum remaining
bandwidth for transmission of both multimedia traffic and dif-
ferent types of other background traffic. This background traffic
puts the highest pressure possible on multimedia streaming and
ensures highly loaded traffic conditions for the tests performed.
In these conditions, QOAS and the ideal adaptive scheme
models were tested and their performance compared according
to the principles stated in Section IV-B.

1) UDP-CBR as Background Traffic: Some multimedia
streaming solutions use smoothing techniques in order to
reduce the burstiness of the traffic generally associated with
multimedia deliveries, whereas some others use CBR encoding
to produce a flat rate output stream that would be easily
transmitted over IP networks. Also if the volume of traffic is
very large, even if consisting of different types and shapes of
individual flows, it is subjected to statistical multiplexing that
produces an overall CBR-like output. The effect of CBR traffic
is studied in this section, taking into consideration different
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TABLE II
STATISTICAL RESULTS FOR 400 s-LONG MULTIMEDIA STREAMING AGAINST UDP-CBR PERIODIC BACKGROUND TRAFFIC WITH DIFFERENT VARIATION

PATTERNS ON TOP OF 96.0 Mb/s CBR TRAFFIC

TABLE III
STATISTICAL RESULTS FOR 200 s-LONG MULTIMEDIA STREAMING AGAINST UDP-CBR STAIRCASE BACKGROUND TRAFFIC WITH DIFFERENT VARIATION

PATTERNS ON TOP OF 95.5 Mb/s CBR TRAFFIC

TABLE IV
STATISTICAL RESULTS FOR 200 s-LONG MULTIMEDIA STREAMING AGAINST UDP-VBR EXPONENTIAL BACKGROUND TRAFFIC WITH DIFFERENT VARIATION

PATTERNS ON TOP OF 95.5 Mb/s CBR TRAFFIC

TABLE V
STATISTICAL RESULTS FOR MULTIMEDIA STREAMING AGAINST TCP LONG-LIVED (FTP) & SHORT-LIVED (UDP) BACKGROUND TRAFFIC ON TOP OF 75 Mb/s

AND 95.5 Mb/s CBR TRAFFIC RESPECTIVELY

variation shapes such as periodic and staircase, with different
frequencies and step sizes.

a) CBR periodic: The step size of the CBR periodic back-
ground traffic variation is set to 0.5 Mb/s in the first set of tests
and to 0.7 Mb/s in the second set while the periodicity of these
variations is varied as indicated in the “Characteristics” column
from Table II. These traffic variations are performed on top of a
96 Mb/s CBR background traffic, which aims at creating highly
loaded delivery conditions. Table II presents a comparison of

performance results of the QOAS, TFRCP, LDA+ and ideal
adaptive multimedia streaming in these conditions. The perfor-
mance is presented in terms of throughput, average end-user per-
ceived quality, loss rate and link utilization.

In all the cases when either the CBR background traffic
varied periodically with steps of 0.5 Mb/s (comparable to
the QOAS adaptation step) or with steps of 0.7 Mb/s (much
higher than the adaptation step) and regardless of the varia-
tion periodicity, QOAS successfully adapted to the change in
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the background traffic. This adaptation was performed with
almost the same frequency as the variation of the cross traffic,
completely avoiding packet loss. Consequently the end-user
perceived quality achieves very high values, which are between
4 and 5, “good” and “excellent” respectively on the subjective
quality scale and little lower for the cases with step sizes of
0.7 Mb/s that require two QOAS quality adaptation steps to be
performed. The fact that QOAS’s end-user perceived quality is
less than 1% below that of the ideal adaptive scheme indicates
very good QOAS performance. Even in the case when the
highest network load was simulated, QOAS still achieves an
end-user perceived quality above the “good” perceptual level,
0.3 higher than that of TFRCP and 0.46 higher than that of
LDA+. At the same time it is significant that QOAS’s link
utilization is very close to the ideal 100% for the majority of
time and even when it temporarily varies, it does not decrease
below 99%.

It is important to note that the link utilization here is for the
total link and includes the efforts of the CBR periodic traffic.

b) CBR staircase: The background traffic is increased in
four steps of 0.4 Mb/s and 0.6 Mb/s, lower and higher respec-
tively than the QOAS adaptation step of 0.5 Mb/s and is added
to a 95.5 Mb/s CBR traffic that creates highly loaded network
delivery conditions. The QOAS’s reaction is then tested when
decreasing the cross traffic with similar steps. Details about
the generated cross traffic and the consequent average bit-rate,
end-user perceived quality, loss rate and link utilization for
QOAS, TFRCP, LDA+ and the ideal adaptive scheme are given
in Table III.

Regardless of the background traffic step size, its variation
in staircase up manner triggered an immediate step-by-step
QOAS downward adaptation and its step-wise decrease—a
delayed reaction from QOAS that conservatively reacts to
improved delivery conditions. This is shown clearly by the
average bit-rate and consequently end-user perceived quality
that are lower in these tests than those corresponding to the
tests with staircase-up background traffic variation. The QOAS
adaptations triggered by the staircase down variations in back-
ground traffic achieve almost zero loss similar to when the
traffic step-wise increases with steps greater than the QOAS
adaptation step. In consequence the end-user perceived quality
is between the “good” and “excellent” perceptual levels for the
whole duration of these streaming processes. When some loss
occurs, it is for short periods of time (on average 1.75 s) and
although the end-user perceived quality decreases during these
short lossy periods, its average is still maintained well above
the “good” subjective level.

The performance of the QOAS is highlighted when the
resulting end-user perceived quality is compared with that of
TFRCP, LDA+ and the ideal adaptive scheme. On average
the ideal adaptive scheme achieves higher end-user perceived
quality, but that obtained by QOAS is only 1% adrift. However
QOAS outperforms both TFRCP and LDA+ in all tests, in-
cluding the one that simulates very difficult delivery conditions
(staircase up background traffic variation with 4 steps of 0.6
Mb/s). In this test QOAS maintains viewer’s perceived quality
above the “good” quality level, whereas the other adaptive
schemes fail to do so.

In these simulated conditions, the link utilization when using
QOAS for streaming is very close to 100% and the average
loss rates less than 0.1% at all times (unlike those achieved by
TFRCP and LDA+ that are on average 1.2% and 0.6%, respec-
tively), which indicate a highly significant adaptation result.

2) UDP-VBR as Background Traffic: The majority of mul-
timedia streaming solutions produce very bursty output traffic
especially MPEG-encoded streams, due to the different com-
pression ratios achieved for their I, P and B frames. In this con-
text, the effect of UDP-VBR background traffic is studied next,
taking into consideration different situations in terms of average
bit-rate and degree of burstiness.

a) Constant average bit-rate and variable burstiness: To
examine the effect of the VBR burstiness on the QOAS-based
streaming, the burstiness of the exponentially generated back-
ground traffic is varied while the bit-rate is maintained con-
stant at 1 Mb/s. The traffic burstiness is varied by modifying
the on-off characteristics of the exponential traffic as indicated
in the second column of Table IV. The values indicated in the
table refer to average durations of the exponentially distributed
‘on’ and ‘off’ times, rather than fixed durations as in the case
of CBR periodic background traffic. This traffic is sent across
the bottleneck link along with a 95.5 Mb/s CBR traffic that sim-
ulates well multiplexed other traffic. The QOAS is assessed in
terms of adaptation to cross traffic variation, throughput, esti-
mated end-user perceived quality, loss rate and bottleneck link
utilization and compared to TFRCP, LDA+ and ideal adaptive
solutions.

QOAS adapts successfully in all these delivery conditions
including the one with highly bursty UDP-VBR background
traffic (0.001 s on—0.1 s off), achieving no loss. In these condi-
tions QOAS quality variations are slow, not following the bursty
VBR traffic variations on which it has limited dependency. In
consequence QOAS maintains an approximately stable end-user
perceived quality, which is above the “good” subjective level at
all times. The detailed statistical results presented in Table IV
show that QOAS performance results are within 1% from the
ones obtained by the hypothetic ideal adaptive scheme. It is
significant to notice that QOAS achieves an average end-user
perceived quality (measured on the 1–5 scale) higher with 0.3
than that of TFRCP and with 0.4 than that of LDA+. QOAS
also outperforms the other adaptive schemes in terms of average
loss rates (TFRCP and LDA+ loss rates are on average 0.3%
and 0.6%, respectively). QOAS’s link utilization is within 0.1%
from the maximum of 100%, being very close to it at all times.
Again, this includes the beneficial efforts of the bursty traffic,
smoothed by the buffer at node B1.

b) Constant burstiness and variable average bit-rate:
Maintaining a constant high level of burstiness, the bit-rate of
the UDP-VBR background traffic is varied in order to study
its effect on the QOAS-based adaptation. This traffic is sent
across the bottleneck link on top of a 95.5 Mb/s CBR traffic
that creates high loaded delivery conditions. Details about the
characteristics of the exponentially generated VBR traffic are
given in Table IV.

Again QOAS successfully adapted and achieved no loss, re-
gardless of the pressure put on the bottleneck link by increasing
the average bit-rate of the VBR background traffic. As expected
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this increase triggered a decrease in the average bit-rate of the
QOAS-transmitted multimedia stream, from 3.74 Mb/s to 3.65
Mb/s and 3.43 Mb/s respectively. As a consequence the end-user
perceived quality slightly decreased but remained significantly
above the “good” perceptual quality level, varying from 4.53,
to 4.52 and 4.48 respectively. The results presented in Table IV
show how the QOAS’s throughput, end user perceived quality,
link utilization and loss rates are all within 1% from the values
achieved by the ideal adaptive scheme and they are much better
than those achieved by TFRCP and LDA+.

3) TCP as Background Traffic: The large majority of In-
ternet traffic today consists of file transfers that use TCP as the
transport protocol and among the most popular applications that
have based their functionality on TCP are FTP applications em-
ployed for file transfers and WWW applications used for content
viewing. These applications were chosen because they are rep-
resentative for two types of TCP-based traffic: long-lived and
short-lived. The former is characterized by long duration pro-
cesses that produce in general slow-changing traffic, whereas
the latter is responsible for highly variable traffic, of short dura-
tions and therefore very bursty. The effect of these traffic types
on QOAS-based multimedia streaming is studied next and is as-
sessed in terms of throughput, end-user perceived quality, loss
rate and link utilization.

a) Long-lived TCP (FTP-like traffic): Two sets of tests in-
volving 50 and 54 simultaneous FTP flows are generated using
the NS-2 built-in models. They are transmitted on top of a 75
Mb/s CBR background traffic in order to create both variable
and highly loaded network delivery conditions. QOAS, TFRCP,
LDA+ and an ideal scheme were used in turn to stream mul-
timedia and Table V offers both details about the background
traffic and testing results.

When streaming multimedia it is important to achieve the
highest possible end-user quality by sending as much multi-
media data in as timely a manner as possible. On the other
hand the other services, including TCP should not suffer due to
the lack of bandwidth. When multimedia traffic was competing
for bandwidth with long-lived TCP, QOAS gracefully balanced
its aggressiveness and TCP friendliness. The effect was that
both the long-lived TCP and the QOAS adapted and shared
the available bandwidth. Due to QOAS adaptation, packet loss
was completely avoided when 50 FTP flows were generated
and in consequence QOAS achieved a very high end-user per-
ceived quality, reaching an average of 4.39, which is very close
to the 4.42 computed for the ideal adaptive scheme and higher
than those for TFRCP and LDA+ in the same conditions. How-
ever, when 54 FTP flows are transmitted, increasing the load
on the bottleneck link, QOAS experiences some loss and the
end-user perceived quality decreases to an average of 4.29. The
higher loss rates recorded for TFRCP and LDA+ (0.77% and
0.49% respectively) determine consequent lower end-user per-
ceived quality levels. In this context, it is significant to note
that QOAS outperforms with 21% and 15% TFRCP and LDA+
respectively in terms of end-user perceived quality. Unlike for
the other adaptive schemes, QOAS’s quality value is still well
above the “good” perceived quality level and within 1% from
that achieved by the ideal adaptive scheme. During these tests,
the loss rate experienced during QOAS-based streaming is less

than 0.1% and the link utilization within 1.5% from the ideal,
showing significant performance.

It is important to note that the link utilization figures include
the beneficial contribution of the TCP flows. Also the ratios be-
tween the average bit-rates achieved by the QOAS-based system
and the ideal adaptive system are on average around 97% which
suggests that the flow control of QOAS is very close to that of
the ideal adaptive scheme.

b) Short-lived TCP (WWW-like traffic): Two sets of tests
involve 250 s long multimedia streaming over a bottleneck link
that carries also background traffic. This traffic consists of 40
and 50 WWW sessions respectively and 95.5 Mb/s CBR traffic
that ensures highly loaded delivery conditions (see Table V).
The WWW traffic is generated using the NS-2 built-in models
and has the following characteristics, considered typical for a
WWW session by researchers in the WWW area [39], [40]:
inter-session time—exponentially distributed with an average of
2 s, number of web pages retrieved during a session—constant
and equal to 5, time between consecutive pages—exponentially
distributed with an average of 2 s, number of objects within a
page—constant and equal to 10, time between consecutive re-
quests for objects of the same page—exponentially distributed
with an average of 0.01 s and size of the objects—Pareto distri-
bution with average 10 KB and shape 1.2.

In these tests QOAS achieved very good adaptation and out-
performed both TFRCP and LDA+, as the results presented
in Table V show. During QOAS-based multimedia streaming
very little loss (less than 0.01%) was experienced even in such
bursty delivery conditions caused by the WWW background
traffic. Consequently the end-user perceived quality was very
high, between the “good” and the “excellent” subjective levels,
achieving an average of 4.54 and 4.49 respectively. These values
are within 1% of those experienced by the ideal adaptive scheme
in the same conditions. Unlike for QOAS when TFRCP and
LDA+ were used for streaming, loss rates of an average of 0.8%
determined lower end-user perceived quality that decreased to
the “fair” quality level. QOAS’s link utilization, although highly
variable due to the burstiness of this background traffic, was
on average within 0.3% of the maximum 100%, whereas that
achieved for the other adaptive schemes exceeded 99%.

During these tests, regardless of the background traffic
type, shape and size, the QOAS scored highly in terms of
throughput, end-user perceived quality, loss rate and bottleneck
link utilization in comparison to the other adaptive schemes
and even to the ideal scheme. The adaptation was so successful
that the QOAS streaming maintained loss rates of less than
0.1% in all cases, although the delivery network was fully
loaded. It is significant to mention that all the perceived quality
scores are above the “good” perceptual level (4 on the ITU-T
R. P.910 1–5 scale) being in almost all cases within 1%
from the ideal (in only one case the score is 3% adrift).
Fig. 3 compares QOAS and the other adaptive schemes when
streaming multimedia in the most difficult simulated delivery
conditions determined by the major background traffic types
in terms of end-user perceived quality. It could be clearly
seen how QOAS outperforms the other adaptive schemes in
all situations and is very close to the performance of the
ideal scheme.
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Fig. 3. Comparison between end-user perceived quality when streaming multimedia with QOAS, ideal, TFRCP and LDA+ respectively in the most difficult
conditions from the simulated cases.

The bottleneck link utilization also reaches very high levels,
with QOAS making use of more than 99.5% of the bandwidth
resources in the large majority of tests and even in the two re-
maining cases the available resources are less than 1.5% from
being fully used. All these results indicate high performance for
QOAS and show good adaptations regardless of the cross traffic.

B. Multiple Multimedia Streaming With No Cross Traffic

This set of tests aims at assessing the performance of a high
number of simultaneous multimedia stream deliveries using
QOAS (with its inter-stream adaptation capability enabled)
and other schemes. QOAS, TFRCP, LDA+ and non-adaptive
(NoAd) approaches were used in turn as the streaming method,
and the number of clients was gradually increased above a base
line of 23 in each case. This number of clients was chosen
because it allows for lossless streaming and maximum end-user
perceived quality in all the four cases. The NS-2 simulations
performed involved the clients randomly selecting both the
movie clip and the starting sequence from within the chosen
clip. The resulting video streaming processes began and ended
during transitory periods of 50 s duration, which were not
taken into account when analysing the results. The length of
the stable periods taken into account in each case was 150 s.

The results presented in Fig. 4 and Fig. 5 show that in the
NoAd case, an increase of only 4.35% in the number of clients
caused a loss rate of just below 1%. When the number of clients
was increased by more than 15%, the loss exceeded 10%,
severely affecting the end-user perceived quality which drops
quickly to the minimum level 1 (“bad”) on the ITU-T R P.910
five-point scale.

When QOAS was used for streaming, a 40% increase in the
number of clients (32 viewers) had very little effect on the loss
rate, which remained below 0.5% and Fig. 5 shows how the
resulting end-user perceived quality remained above the “good”
perceptual level. Increases of up to 70% in the number of clients
(39 viewers) resulted in loss rates of around 1%, which triggered
a consequent end-user perceived quality level of “fair”. Further
increases in the number of clients caused a higher loss rate and
a fall in the end-user quality below the “fair” level, considered
here the minimum limit of interest.

Tests using TFRCP streaming achieved only a 13% increase
in the number of clients (26 viewers) when maintaining a loss

Fig. 4. Loss rate versus increase in the number of clients simultaneously served
above a base line of 23.

Fig. 5. End-user average quality versus increase in the number of clients si-
multaneously served above a base line of 23.

rate below 1% and a corresponding perceived quality around
the “good” level. For increases in the number of clients above
17%, the loss rate exceeded 1% and the end-user quality fell
below the “fair” level. Given similar increases in the number
of clients, LDA+ maintains an average loss rate below 1% and
a perceived quality above the “good” level only for 24 clients
(4% increase). However it maintained a “fair” end-user quality
level for 30 simultaneous clients (30% increase) and loss rates
around 1% for all tests performed in highly increased delivery
conditions.

In these conditions, the ideal adaptive streaming scheme
would achieve 100% bandwidth utilization, 0% loss rate and
an average bit-rate per customer computed by dividing the
available bandwidth (100 Mb/s) to the number of simultaneous
customers. For example 40 customers could stream on average
multimedia at a rate of 2.5 Mb/s each and would have their
end-user perceived quality at a level of 4.24.
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TABLE VI
COMPARISON BETWEEN QOAS, TFRCP, LDA+ AND NOAD

In conclusion, the number of simultaneous users served is
significantly higher for QOAS in comparison with the other
streaming schemes. For instance in order to maintain a “good”
quality level, by using QOAS 23% more clients could be served
than by using TFRCP, while the benefit is 33% when using
LDA+, and 39% when using the NoAd solution. If a “fair” av-
erage quality level is to be maintained for the clients, the benefit
of using QOAS is 26% greater than TFRCP, 13% greater than
LDA+, and 42% greater than NoAd. Only the ideal scheme out-
performs QOAS, streaming multimedia at “good” quality level
to up to 50 viewers, but it is very unlikely that such a scheme
will be ever built.

In terms of usage of available bandwidth, QOAS was supe-
rior at all times to both TFRCP and LDA+ and more details are
presented in [32].

A comparison between streaming approaches when choosing
“fair” (3) and “good” (4) end-user quality levels as targets is
shown in Table VI that includes a presentation of increases in the
number of clients computed relative to the NoAd case. Although
this paper considers the “fair” level to be the minimum accept-
able quality level, further increases in the number of clients
could be achieved by using different post-processing techniques
to mask the resulting losses that would otherwise severely affect
the end-users’ perceived quality.

Both TFRCP and LDA+ seem to perform better for very high
loads (when their loss situation behavior is applied) than for
an average number of clients when loss and zero-loss periods
alternate. In particular it is noted that their estimated end-user
perceived quality first decreases sharply and then increases with
the increase in the number of simultaneous clients. The main
reason for this behavior can be the fact that in average loaded
network conditions some of the flows adapt whereas others are
affected by loss that affects the end-user perceived quality. In
highly loaded conditions all the adaptive streams adjust their bit-
rate to the available bandwidth, therefore decreasing the loss rate
and consequently the end user perceived quality increases. In
comparison, QOAS has a linear and more predictable response
to an increase in the number of clients, which is a significant
advantage of the QOAS scheme (Fig. 6).

VI. PERFORMANCE ANALYSIS

Testing has shown that QOAS brings significant performance
gains especially in terms of end-user perceived quality. This ad-
vantage comes with a cost in terms of extra processing, memory
usage and bandwidth used for feedback in comparison with
non-adaptive and other adaptive streaming schemes.

Fig. 6. Bottleneck link utilisation using different approaches, while increasing
the number of simultaneous viewers.

QOAS involves extra processing both at the clients and at the
server. Like QOAS, both TFRCP and LDA+ involve computa-
tion of loss rate and round trip delay and sending feedback to the
server. As QOAS’s computation of the estimated end-user per-
ceived quality and of the QoDscores has similar complexity
to TFRCP and LDA+’s algorithms to compute the transmission
rate, it could only be noticed that QOAS’s computation is dis-
tributed among the receivers, significantly reducing the server
load. However the schemes require that these computations are
performed at regular intervals that normally are 100 ms inter-
vals for QOAS, and 5 s for TFRCP and LDA+. Yet, the com-
putation of QOAS’s QoDscores is performed incrementally
saving significant processing power, unlike the other two adap-
tive solutions.

It is difficult to assess the schemes’ required memory usage,
as it is highly dependent on the implementation. Also as memory
becomes cheaper, this issue will be less significant.

However as all the schemes use feedback and the bandwidth
is a highly limited resource, the bandwidth used for sending
control data is compared. TFRCP uses acknowledgements for
every packet, excessively loading the bandwidth. LDA+ uses
RTCP packets for feedback carrying information such as loss
rate, round trip delay, etc. RTCP feedback usually takes up to 5%
of bandwidth. Unlike them QOAS sends only a QoDscores
at a time as feedback, saving significant bandwidth. If RTCP
packets are used, with standard values for the headers’ sizes and
a 4-Byte payload, the feedback packet size becomes 40 Bytes
long. For a very low inter-feedback transmission time of 0.1 s
the bandwidth used by QOAS feedback for a single client be-
comes 400 Bytes/s. For over 300 customers that could be served
simultaneously via a gigabit Ethernet infrastructure feedback
will consume only 0.1% of the available bandwidth. This value
is significantly lower than the 5% used by LDA+. More details
about the performance analysis are presented in [43].

VII. CONCLUSIONS AND FURTHER WORK

This paper shows how the Quality Oriented Adaptation
Scheme (QOAS) can be used to stream high bit-rate multi-
media in multi-service all-IP delivery networks. This is done
so that the customers’ need for high quality is balanced with
the network operators’ and service providers’ goal of achieving
high infrastructure utilization and simultaneously serving more
customers. Extensive objective tests using simulation models
have tested QOAS stand-alone and in comparison with other
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solutions such as TFRCP, LDA+, an ideal adaptive scheme and
a non-adaptive mechanism in different delivery conditions.

The objective tests have assessed the effect on QOAS perfor-
mance of background traffic of various types and sizes and with
different variation patterns commonly found in multi-service IP
networks. QOAS showed very good performance in terms of
end-user perceived quality, loss rate, throughput and link uti-
lization, and was very close to the performance of a hypothet-
ical ideal adaptive scheme. In terms of the number of customers
served from an existing infrastructure, by scaling the simulation
results with the “good” target quality level to a one gigabit Eth-
ernet connection, QOAS could service 320 simultaneous users
compared to only 260 using TFRCP, 240 using LDA+, and 230
using non-adaptive streaming. These results are also confirmed
by the very good subjective testing results presented in [44].

QOAS assumes that no error control mechanisms are em-
ployed during multimedia streaming. Further work could study
the effect of some error control techniques such as error conceal-
ment in conjunction with QOAS in achieving even better perfor-
mance. Future research could also propose a multicast extension
to QOAS so that the infrastructure utilization can be further in-
creased when common content is delivered to a large number of
customers (e.g. live streaming).
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