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Abstract—Edge computing provides the potential to improve
users’ Quality of Experience (QoE) in ever-increasing video
delivery. However, existing edge-based solutions cannot fully
utilize the edge computing power and storage capacity. This
paper proposes VIdeo Super-resolution and CAching (VISCA),
an edge-assisted adaptive video streaming solution, which in-
tegrates super-resolution and edge caching to improve users’
QoE. We design a novel edge-based ABR algorithm that makes
bitrate and video chunk source decisions by considering network
conditions, QoE objectives, and edge resource availability jointly.
VISCA utilizes super-resolution to enhance the cached low-
quality video at the edge. The super-resolution models used are
trained for the most popular videos only in order to achieve
quality improvements with a fraction of the computation. A novel
cache strategy is also adopted to maximize caching efficiency. To
assess the performance of VISCA, an implemented prototype of
VISCA was deployed in synthetic and real network contexts.
Compared with the existing video streaming solutions, VISCA
improves video quality by 28.2%-251.2% and reduces rebuffering
time by 16.1%-95.6% in all considered scenarios.

Index Terms—DASH, edge computing, cache, QoE, super-
resolution

I. INTRODUCTION

Recently, video traffic has become the primary source of
Internet traffic. It will account for about 82% of all Internet
traffic by 2022 [1]. This surge in video traffic leads to severe
pressure on network bandwidth. Although 5G promises to
increase bandwidth at the last mile, the backhaul networks will
still be the bottleneck for the massive video delivery in a long
time [2]. Delivering videos with high Quality of Experience
(QoE) to users has become the fundamental challenge in
the video delivery scenario. Many studies have shown that
users will quickly abandon video sessions if the quality is not
sufficient, leading to significant losses in revenue for content
providers [3], [4]. Therefore, it is crucial for content providers
to improve users’ QoE for better client engagement.
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In order to improve users’ QoE under scarce bandwidth,
Dynamic Adaptive Streaming over HTTP (DASH) [5] is
provided as a standard to improve the utilization of bandwidth
for efficient and easy video delivery. Based on DASH, clients
employ Adaptive Bitrate (ABR) algorithms to pick the bitrate
for the next DASH chunk according to the current network
status [6], [7], users’ buffer size [8], [9], or joint consideration
of both aspects [10], [11]. These client-based ABR algorithms
adaptively select the most suitable bitrate to improve QoE un-
der the real-time network. However, each user chooses bitrate
according to its network conditions and playback conditions
locally, lacking a global view.

Super-resolution is also adopted in video delivery to break
the strong dependency between the network condition and
users’ QoE. In recent studies, NAS [12] and SRAVS [13] in-
tegrates super-resolution into adaptive streaming at the client-
side to improve users’ QoE under limited bandwidth. Even
though integrating super-resolution at the client-side improves
video quality, the performance of super-resolution is funda-
mentally constrained by the computational capacity of terminal
devices. Compared to terminal devices, an edge platform can
provide sufficient computing power to reduce super-resolution
latency significantly. Since the reconstructed results cannot be
reused in the client-side scheme, the super-resolution can be
utilized more effectively at the edge platform by providing the
same reconstructed video for multiple clients.

The emerging edge computing [14] breaks the conventional
end-to-end infrastructure for video streaming and brings more
potential to improve video quality. Current edge-based solu-
tions mainly focus on leveraging edge caching capability (i.e.,
CDN and LEAP [15]) to reduce the transmission redundancy
or take advantage of edge computing power to make bitrate
decisions more accurate and flexible [16], [17]. Even though
the edge-based schemes are well developed, these solutions
lack multi-dimensional joint optimization of network band-
width resources and edge computing power. Thus improving
users’ QoE remains a challenging and active research topic
under unstable and insufficient network bandwidth.

In this paper, we propose VIdeo Super-resolution and
CAching (VISCA) - an edge-assisted adaptive video streaming
solution which integrates super-resolution and edge caching
to improve users’ QoE. We design a novel edge-based ABR
algorithm that can make bitrate and video chunk source
decisions by considering network conditions, QoE objectives,
and edge resources jointly. VISCA enhances the cached low-
quality video by super-resolution at the edge, which provides
high video quality even under excessive backhaul network
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bandwidth pressure (leading to poor bandwidth conditions).
In order to ensure the reliability of the enhanced quality
provided by super-resolution, we train content-aware models
for only the most popular videos according to highly skewed
video popularity distribution based on the analysis of 31-
days video data from Douyin, achieving most of the quality
improvements with only a small fraction of the computation.
We design a novel combined-utility based caching strategy
to reduce the transmission redundancy. The combined-utility
based caching strategy caches the most valuable chunks that
quantify the video’s contribution to improving the user’s QoE
by considering the video’s popularity, video quality, and the
potential benefits of performing super-resolution.

VISCA is instantiated in a prototype system based on Nginx
[18], uWSGI [19], and Django [20]. Experiments over real-
world videos and bandwidth traces show VISCA outperforms
previously proposed methods. In particular, it improves user
QoE between 71.7-149.1 compared to BOLA [8] and between
26.1-30.7 compared to MPC [10]. Also, we provide a perfor-
mance analysis of individual system components. When the
backhaul network is very limited (4Mbps), VISCA can reach
10.1 times the total network throughput perceived by users.

The main contributions of this paper are as follows:

o« We design a comprehensive video delivery framework
VISCA. To our best knowledge, our framework is the
first to integrate video super-resolution with caching
intelligently at the edge. With multi-dimensional joint
optimization over network resources and edge resources,
we enhance video quality and improve users’ QoE under
scarce network conditions.

o« We propose an edge-based integrated ABR algorithm
to make decisions intelligently according to dynamical
network bandwidth, QoE objectives, edge caching status,
and edge computing capacity.

+ We design a novel combined-utility based cache strategy
by thoroughly considering the caching benefit of a video
and its potential enhancement by super-resolution.

II. BACKGROUND AND RELATED WORKS

Adaptive Streaming. Dynamic Adaptive Streaming over
HTTP (DASH) has emerged as a key technology to enhance
bandwidth utilization for video delivery. DASH encodes a
video session into multiple chunks along with several bitrate
levels. Adaptive Bitrate (ABR) algorithms are the primary
tool that DASH integrates on the client-side to dynamically
selects the most appropriate bitrate for each video chunk.
These solutions can be roughly divided into three categories:
(1) rate-based algorithms [6], [7], (2) buffer-based algorithms
[8], [9] and (3) a combination of both rate and buffer infor-
mation [10], [11]. Rate-based algorithms (i.e., RB [6]) select
the highest possible bitrate based on the estimated available
throughput. Buffer-based algorithms (i.e., BOLA [8]) make
bitrate decisions according to the buffer occupancy level of
video players. MPC [10] selects the most appropriate bitrate by
solving a QoE maximization problem based on both rate and
buffer data. The QoE-driven strategy [11] takes into account
the instant bitrate of each segment and the buffer reservation

for future streaming to optimize users’ QoE. The authors of
[7] proposed an ensemble rate adaption framework for DASH
to adapt different network conditions, optimizing users’ QoE.
These client-based approaches make their own decision on
bitrate selection to improve users’ QoE. Therefore, they are
not capable of optimizing users QoE globally over a region.
For those users who share the same bandwidth, their QoE
would still suffer when the network becomes unfavorable.

Super-resolution. Super-resolution refers to both single im-
age super-resolution and video super-resolution. Single image
super-resolution [21], [22], [23] uses a single image only to
reconstruct the corresponding high-resolution image. Video
super-resolution [24], [25] is an extension and development
of the single image super-resolution approach, which maps
low-resolution to high-resolution frames with the consider-
ation of the temporal information. Video super-resolution
models that consider temporal consistency can achieve better
video reconstruction results than the single image super-
resolution model, but video super-resolution also requires
more computing power and inference time. Recent research
using deep neural networks (DNN) based super-resolution
[26] has demonstrated a significant performance improvement
compared to non-DNN methods [27]. Frame-Recurrent Video
Super-Resolution (FRVSR) [28] is a state-of-the-art video
super-resolution approach that naturally encourages temporally
consistent results without much increase in computational
costs. In VISCA, we apply FRVSR at the edge to reduce
the data transmission demand over the backhaul network by
reconstructing low-quality videos.

Video Delivery System with Super-resolution. NAS [12],
and SRAVS [13] integrates super-resolution into adaptive
streaming at the client-side to mitigate the influence of
dynamic network conditions on users’ QoE. NAS modifies
MDSR [29] to adapt to the heterogeneous computing capabil-
ities of clients. NAS requires a device with high computing
power, such as a PC, to apply it. Considering the limited com-
puting capacity of terminal devices, SRAVS chooses SRCNN
[21], a simple, lightweight super-resolution model with only
three convolutional layers. The key limitation of deploying
super-resolution at the client-side is the computational capacity
of terminal devices. Compared to terminal devices, an edge
platform can provide enough computing capacity to reduce
super-resolution latency. Furthermore, high-quality videos re-
constructed by super-resolution at the client-side only serve a
single client, but the integration of super-resolution at the edge
can use the reconstructed high-quality video more effectively
by providing the same reconstructed video for multiple clients.

Network-based Caching. Edge-based caching improves In-
ternet video delivery, including solutions that use Content De-
livery Networks (CDN) and cache proxies. To fully utilize this
infrastructure, various caching algorithms have been proposed.
These include offline cache schemes, which use complex
algorithms to cache the most popular content [30], [31] and
cache schemes that explore the request pattern to make cache
decisions [32], [33]. However, these strategies do not consider
the use of edge computing resources, and their performance
highly depends on the backhaul network conditions. Aiming
to increase user QoE, it is essential to employ edge computing
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Fig. 1: The architecture of VISCA.

resources and optimize network resource utilization.

III. SYSTEM MODEL OVERVIEW

Vldeo Super-resolution and CAching (VISCA) is an edge-
assisted adaptive video streaming solution, which aims to
improve users’ QoE under limited backhaul bandwidth. As
shown in Fig. 1, VISCA includes three components, which
are introduced next.

Origin Server Functions. Raw videos are first uploaded
to an origin server and are encoded into multiple streams
with different predetermined bitrates. The server then splits
each stream into a sequence of small video chunks. VISCA
also includes a popularity prediction module and a super-
resolution training module deployed on the origin server.
Because the origin server has sufficient computing power, the
super-resolution model training tasks are completed on the
origin server. The specific super-resolution models are trained
for the most popular videos only in order to achieve most of
the quality improvements with a fraction of the computation.
The functions of the origin server are described in detail in
Section IV.

Intelligent Edge Functions. Intelligent Edge is the edge
node with open and standard mechanisms to provide powerful
computational resources and cache space. VISCA deploys the
video super-resolution function at Intelligent Edge, aiming to
improve users’ QoE under poor network conditions by utiliz-
ing edge computing power and storage capacity. As illustrated
in Fig. 1, Intelligent Edge of VISCA consists of four modules:
Computing Scheduler, Cache Manager, Network Monitor, and
ABR Agent. Computing Scheduler is responsible for com-
puting resource scheduling for super-resolution tasks. Cache
Manager records historical video information and manages
the cached contents accordingly. Network Monitor measures
the dynamic network status between edges and origin servers
for ABR Agent to adapt to network changes. ABR Agent
accesses client states, public network status, and edge resource
information to handle all user requests appropriately. These
modules cooperate and interact with each other to serve the
users covered by the edge. The design of Intelligent Edge is
detailed in Section V.

Client-side Behavior. There are various end devices.
Clients send video chunk requests to the edge platform. Upon
the arrival of a new client, the client shares the end device type
and the highest display resolution of the device. Additionally,
the end devices share the current playback status with the edge
platform, including the current buffering level and the last
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Fig. 2: Video super-resolution model architecture.

chunk quality. The client is a Simple Client without ABR
algorithms, which only send the request of video id and chunk
number, and the edge makes the bitrate adaptation decision for
each client. The selected bitrate will not exceed the maximum
display quality of the end device.

IV. ORIGIN SERVER DESIGN

The origin server is responsible for raw video processing
and super-resolution model training. Based on the DASH
standard, a video is encoded to a set of standard resolution
versions R and divided into chunks with the same duration.
v, denotes the ny, chunk of a video file v and v,, ,- denotes the
n.p, chunk encoded at resolution r € R. In the case of limited
computing resources, to improve the super-resolution model’s
training efficiency, we only train the specific super-resolution
model for the most popular videos. This section introduces the
architecture of our general super-resolution model, the process
of video selection for specific super-resolution model training,
and the design of specific super-resolution models.

A. Architecture of General Super-resolution Model

FRVSR [28] model is a state-of-the-art application of Deep
Learning in the field of super-resolution, the architecture of
which is shown in Fig. 2. The super-resolution model produces
a high-resolution frame H; from an input low-resolution frame
L, and recursively uses the previously generated output H;_;.
FNet estimates the optical flow m; from the low-resolution
(LR) frame L;_; to L; and hence yields the normalized LR
flow map. The LR flow map is then upscaled to the corre-
sponding high-resolution (HR) flow map. The warp operation
uses the HR flow map to warp the previous HR-estimate frame
onto the current LR frame. The high-level structure of the
super-resolution model can be summarized as:
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my = FNet(Li_1, Ly), (D
Ht = SRNet(Lt, W(Ht_l,mt)). (2)

Here, W denotes warping operations. Inputting the previously
estimated frame H;_; can help SRNet reuse previously gen-
erated results more easily, thereby improving the accuracy of
the reconstruction. We adopt three upsample scales x2, x3, x4
in FRVSR. For instance, the target resolution r/, i.e., 720P,
can be obtained from a base resolution r, i.e., 180P, with
the upsample scale x4. Moreover, our super-resolution model
supports multi-scale super-resolution (upsample scale x2, x3,
x4) in a single network while sharing the intermediate layers to
minimize the bandwidth resource consumption between origin
and edge servers and the storage usage.

Video Multimethod Assessment Fusion (VMAF) [34] is
used to evaluate the effect of video super-resolution on video
quality improvement. VMAF estimates the subjective quality
of users by combining multiple elementary quality metrics.
These quality metrics include not only image quality metrics,
but also the temporal characteristics of videos. Compared to
traditional image quality metrics such as PSNR [35], and
SSIM [36], VMAF correlates stronger with subjective scores
and achieves more accurate results in estimating user perceived
video quality [37]. A VMATF score is between 0 and 100: a
score of 0-20 is considered as unacceptable, 20-40 as poor,
40-60 as fair, 60-80 as good, and 80-100 as excellent [34].
VMAF(r, ryforr € R, r € Rand r <=1’ represents the
VMAF of reconstructed video in the target resolution 7 from
the base resolution r.

B. Video Selection for Specific Model Training

A generalized super-resolution model used for all videos
introduces a large variance in the quality of the reconstructed
videos. One promising direction is to train a super-resolution
model for each content separately, which achieves more reli-
able and accurate reconstruction results for the corresponding
content [38]. However, we cannot develop a super-resolution
model for each video due to limited computing resources.
To overcome this limitation, we exploit the video popularity
distribution to achieve the greatest improvement using a small
fraction of the computation.

Based on our preliminary study, video popularity distribu-
tion is highly skewed. Fig. 3a shows the view counts of 1
million randomly sampled videos in 31 days that we collected
from Douyin, the leading short video platform in China. The
most popular video in the sample set has been viewed about
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Fig. 4: 180P to 720P super-resolution results.
TABLE I: Parameters and FLOPs over different resolutions

Method Param 180P x4 240P x4 360P x4
FRVSR | 2.811M | 97.822G | 172.252G | 382.781G
LightSR | 1.038M | 86.792G | 154.056G | 347.169G

54.4 million times, while the 10,000 most popular video
has only 8,000 views. We analyze our video data using Zipf
distribution [30] and Weibull distribution [39], as they are
widely used for video popularity distribution. Our analysis
shows that the Zipf distribution is more suitable for our video
data as the Zipf can fit the long tail portion of our video data
better than the Weibull distribution. The shown distribution of
view counts follows a power-law with exponent o = 1.86.
The cumulative ratio of view counts represented by videos
within a given rank is depicted in Fig. 3b. The top 1% of
videos account for 82.7% of the total view counts. Thus, if
we use the maximum computing resources on training specific
super-resolution models for 1% of videos, we can benefit from
increased streaming quality for 82.7% of all video requests.
Therefore, the origin server focus on training specific super-
resolution models for the most popular videos.

The super-resolution models are divided into two types:
General super-resolution model, which is generalized to im-
prove the quality for most videos. For training the general
model, we build a dataset consisting of various types of videos,
e.g., movie, drama, and talk-show. Specific super-resolution
model, which is trained only using the corresponding video
frames, leveraging the overfitting property of a deep neural
network to further improve the reconstruction quality on a
specific video. As shown in Fig. 1, we train specific super-
resolution models for the most popular video clips obtained
from our video popularity prediction model. The goal of the
prediction model is to predict the future popularity, in terms of
the total number of views of a video at the target day ¢;, given
data from the first ¢, days (¢; < t,). We use a multivariate
linear regression model [40] to predict the future popularity
based on the number of views per hour of each video over the
first ¢, days in the sample set.

C. Design of Specific Super-resolution Model

The introduction of optical flow estimation and warp
operations in the motion compensation part of Fig. 2 in-
creases model complexity. We found that for a specific super-
resolution model, even if there is no motion compensation
part, a good super-resolution result can still be obtained by
leveraging the over-fitting property of DNN. Considering the
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high real-time requirements of video transmission, we train
the specific model as a LightSR model without the motion
compensation part, as shown in Fig. 2, which only uses
L; to generate the output. Table I reports the number of
parameters and the FLOPs of FRVSR and LightSR super-
resolution models. Compared with FRVSR, LightSR requires
less computation and storage space.

Fig. 4 shows snapshots of video quality enhancement results
of a 180P video by the upsample scale x4. Visually, with the
general LightSR model (LightSR-GE) and the general FRVSR
model (FRVSR-GE), the video quality has been significantly
improved compared to the original 180P video. The specific
LightSR model (LightSR-SP) achieves the highest video qual-
ity, which is closer to the original 720P video. The bottom
right corner of each picture in Fig. 4 is the VMAF score, the
quality of the 180P video has improved from the unacceptable
level to the fair level by the general LightSR and the general
FRVSR. The result of the specific LightSR achieves a good
level, which improves the VMAF of the original 180P video
by ten times. Therefore, training LightSR on a specific video
can achieve higher reconstruction quality with less computing
and storage costs. Hence, we can use the least amount of
computing resources to maximize users’ QoE. The specific
and general models are trained on the origin server. Intelligent
Edge uses the trained super-resolution model to enhance the
video quality. The VMAF score of a reconstructed video
is fixed and can be treated as prior knowledge for video
streaming. The quality information of reconstructed videos is
recorded in the corresponding MPD file and shares with the
edges to distinguish between the original high-resolution video
and the reconstructed video.

V. INTELLIGENT EDGE DESIGN

Intelligent Edge is a key component of VISCA. Intelligent
Edge utilizes its computing and caching resources to improve
video quality while ensuring fast response time, ultimately
providing higher users’ QoE. This section describes the func-
tion of each module in Intelligent Edge and the process of
cooperation between each module in detail.

A. Computing Scheduler

Computing Scheduler is responsible for intelligently
scheduling edge computing resources to complete super-
resolution (SR) tasks, consisting a SR waiting queue and a SR
processor. We first store the general super-resolution model at
the edge side. When the cumulative amount of requests for
a video received by the edge exceeds a threshold, and the
bandwidth is sufficient, Computing Scheduler sends a request
to fetch the specific model from the origin server and save it
at the edge.

We build a waiting queue () for the SR processor, following
the First In First Out rule, which ensures the sequential
execution of tasks. Once ABR Agent decides to respond
to this video request by enhancing the cached chunk, the
corresponding cached lower resolution chunk is then extracted
from the cache space and moved to Computing Scheduler. If
the SR processor is available, the current task will be executed

immediately and then returned to the user. Otherwise, the task
will be added to the waiting queue until there are available
computing resources. The entire super-resolution task includes
three steps: the SR processor first decodes the video chunk into
frames, then puts them into the video super-resolution model,
and lastly re-encodes the processed frames.

The inference time of a video chunk is only related to the
base resolution and the upsample scale (x2, x3, x4). For a
certain base resolution, the higher the target resolution is, the
longer the inference time. For a fixed upsample scale model,
the higher the input resolution, the longer the inference time.
We denote ¢(r, 7‘,) as the processing time of reconstructing a
chunk from resolution r to resolution r and F represents the
set of all legal reconstruction pairs. All reconstruction time of
(r,) € F is derived offline.

B. Cache Manager

In VISCA, the performance of super-resolution is also
influenced by the cache strategy. Super-resolution can be
performed only if the low-resolution video chunk has already
been cached. Thus, it is significant to envision a more suitable
cache strategy to cooperate with the super-resolution method,
so that we construct a combined-utility based cache strategy.

1) Deriving Cache Utility: The combined-utility is used to
represent the contribution of a chunk to improving the average
QoE among covered clients.

Video quality is included in the combined-utility as it is
a key factor affecting users’ QoE. Other factors (such as
rebuffering, smoothness) are not only related to the video
itself but also affected by bandwidth conditions, so they
are not included in the utility. As a key factor affecting
users’ QoE, video quality is included in the combined-utility.
Other key components of QoE objectives (such as rebuffering,
smoothness) are not included in the utility, since they are not
only related to the video itself but also affected by bandwidth
conditions. The popularity of a video is another key factor
in the combined-utility. Only a few videos are popular and
account for the majority of viewers, so caching the most
popular videos can reduce latency and download time [41].

Combined-utility also considers the potential super-
resolution benefit. There are two sides of super-resolution
processing: the potential gain and the potential cost. The video
quality obtained by super-resolution is positively correlated
with the base video chunk quality, which brings a potential
quality gain on the base video. For a given base resolution,
the larger the upsample scale, the greater the video quality,
but the longer the super-resolution process takes. The cost of
super-resolution can be represented by the inference time of
super-resolution. Therefore, we denote  the super-resolution
potential benefit, which is negatively correlated to super-
resolution processing time. The decision of caching a video
chunk is based on its combined-utility. A higher combined-
utility value of a video chunk indicates a higher possibility of
being cached. All super-resolution video chunks are treated in
the same way, but these chunks obtained by super-resolution
cannot be super-resolved again because a reconstructed video
may lose some feature information of the original video due
to a learning error. The utility of chunk v, , is defined as:
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where ¢(v,, ,-) denotes the chunk quality (VMAF score) and
Pop(v,,,,) denotes the total number of chunk requests of vy, ,
collected by the edge over a period P, as the popularity of
videos is found to follow a periodic pattern in [42]. g(vp,.)
and Pop(v,, ,) are normalized to compute cache utility. For a
given base resolution in our system, it consists of three legal
pairs based on the number of upsample scales we adopted.
We compute the average super-resolution processing time over
these three legal sets. « and (3 are the weight of video quality
and popularity, respectively.

2) Cache Replacement Algorithm: We also considered the
efficiency of cache replacement. A study shows that most
chunks cached upon the first request had never been requested
again, which reduces the efficiency of caching and leads to
frequent cache replacement [33]. We address the issue by
dividing the cache storage into two parts: a probationary cache
Cpy and a preferred cache Cp,.. Cpp caches video chunks for
a short term, whereas C,,. is designed for long-term caching.
Cached content in Cpy, and C),. are recorded in Clist,, and
Clistpye, respectively. The job of the combined-utility based
cache strategy has two parts:

e Cpp: Upon the arrival of a video chunk from the origin
server, the cache manager caches it in Cy,. If the cache
space of Cp, is insufficient, the oldest items will be
replaced by using the Least Recently Used (LRU) cache
replacement algorithm. For all v, , € Clistp,, we accu-
mulate the number of requests CN'T;,, ., and keep track
of the information related to the combined utility over
this period. The video chunk v,, ,, with C’NTUW > 1,
has greater chances to be requested repeatedly [33] will
be moved to Cpye.

o Cpret Cpre stores chunks that have a high possibility
to be frequently requested. To move these chunks in
Cpp into the long-term cache space, we first calculate
CU,, , for all cached chunks in the preferred part and
the video chunks v, , € Cp, with CNT,, > 1. Next,
Cache Manager sorts these chunks in descending order
according to their combined utilities and selects the

cached chunks sequentially until there is no caching space
left in the preferred space.

C. Network Monitor

Network Monitor is responsible for monitoring the status
of the backhaul network between Intelligent Edge and Origin
Server, including 1) Request List: It records all active video
request sessions that have been sent to the origin server. The
length of Request List K represents the number of active video
sessions on the backhaul network. 2) Estimated Throughput:
The throughput from the edge to the origin server of past k
time-slots by is recorded. We use a one-dimensional convo-
lutional neural network to predict the current available edge-
server bandwidth B. 3) RTT,,: the round-trip-time between
the edge and the origin server. This information is provided
to the ABR agent to assist decision-making.

D. Edge-based ABR Agent

VISCA integrates two decisions into its ABR algorithm for
QoE optimization: 1) the response chunk’s resolution r, and
2) the way to get the chunk w. Upon the arrival of a new
chunk request, ABR Agent decides on which way to respond
and selects the resolution. As shown in Fig. 5, there are
three potential ways of ABR Agent to get the corresponding
chunk: a) fetch from the local edge cache; b) fetch from the
origin server; c) reconstruct a high-resolution chunk by super-
resolution. Four key factors are affecting the decision made by
ABR Agent: a) the edge cache status; b) the backhaul network
bandwidth; c) the computing occupation status of the edge; d)
the buffer occupancy level of the client. As illustrated in Fig.
5, ABR Agent takes into account four parts of information to
make a response decision (w,r) with regards to maximizing
users’ QoE.

1) Problem Formulation: ty is the time when the user
sends the request, ¢; is the time when the edge receives the
request, to is the super-resolution process start time, and v,
is the ny, chunk of video v. When receiving a request of
vy, at time t;, ABR Agent parses the user information from
the HTTP request, including the timestamp ¢, when the user
sends the request, the current buffering level b, the quality
of last chunk ¢(v,,—1,), and the round-trip-time between edge
and client RT'T,.. Cache information is obtained from Cache
Manager, and utilization information of computing power is
provided by Computing Scheduler. Network Monitor measures
the available bandwidth from the edge to the origin server. It
is worth mentioning that the bandwidth from edge-to-client is
sufficient compared to the backhaul links between edges and
origin servers. Thus, the extra delay caused by transmitting
the video chunk from the edge to clients is negligible. ABR
Agent aims to get the maximum QoE under the following
restrictions:

o For cache status, we define a binary video cache status
variable a(vy, ). a(v,,) = 1 denotes v, is cached at
the edge and vice versa. The rebuffering time of returning
a cached chunk can be written as

Tro = max(RTTee — by, 0). 4)
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Algorithm 1 Edge-based Intelligent ABR algorithm (EIABR)

Algorithm 2 Request Management Algorithm

Input: C'List, v,, R, F.

Output: (w,r).

1: Initialize M + @, CAN + &, flag + 0

2. for r€ R do

3 CAN U QOE(UTL,(UJZOJ‘))

4 if a(v,, ) = 1 then

5: CAN U QoE(vy, (w=1,r)) » flag <1

6 if z(vy, ) = 0 then

7 M — M Uw,,

8: end for

9 M+ MNF

10: for (r,r") in M do

11: CAN U QoE (v, (w=2,r))

12: end for

13: (w,7) = argmax,, .y QOE(vy, (w,r)),
QoE (v, (w,ry) € CAN

14: if w = 0 then

15: if not Request Management Algorithm(flag) then

16: (w,r) = argmax,, ;3 ,1—0 QOE(Vn, (1))

QoE (v, (w,ry) € CAN
17: return (w, 1)

Besides, we define a binary variable z(v,,) to keep
track of the reconstructed chunk obtained from the super-
resolution process. z(vy, ) = 1 represents a reconstructed
chunk and vice-versa.

o For computing status, if ABR Agent decides to enhance
the cached chunk v,, , to resolution 7 and return to the
client, and it will send the corresponding super-resolution
command to Computing Scheduler. g is the ongoing
super-resolution task to enhance v, ,- in the SR processor.
The total processing time of chunks in the waiting queue
Q at time t1(v(y,)) can be estimated as

Ut (va) = Y orr), 5)

where ¢1(vy,) is the timestamp when the edge receives
the request vy,. [, is the remaining processing time of the
super-resolution task g in progress, which is depicted by:

ly = t2(9) + ¢(g(r,r))) — ti(va), ©6)

where t3(g) is the super-resolution process start time for
the super-resolution task g, ¢(g(r,r )) is the processing
time of task g which reconstructs the chunk from reso-
lution 7 to resolution r’. Thus, the total time C'(vy, ) to
finish the super-resolution process of v,, , can be deduced
by: )

C(vn,r) = V(t1(vn)) + g+ ¢(r, 7). @)

The rebuffering time of obtaining a reconstructed chunk
from resolution r to r can be written as:

Tysr = max(C(vy,) + RTTee — by, 0). )

o For the backhaul network status, K(t1) represents the
length of Request List, and B(t;) represents the backhaul
bandwidth at time ¢;. The current download throughput

Input: Pop_video(v), H, K, flag
1: if flag =0

2 return True

3: Popmaz < max(Pop_video(v), Popmaz)

4 if K+1<Z then

5: return True

6: else if Pop_video(v) > (1 + log2(%)) X Popya, then
7 return True

8: else

9 return False

of chunk vy, , can be approximated as B(t;)/K [43]. The

time delay d of fetching a new chunk v,, ,- from the origin

server can be deduced by :

S(nr) X (K(t1) +1)
B(t1)

where S(vy, ) denotes the chunk size. The rebuffering

time of fetching from origin server is

Tos = max(d+ RTT,. — bs,,0). (10)

QoE definition: We refer to the QoE model defined in
Pensieve [38]. We regard perceived video quality, rebuffering
time, and smoothness as the critical elements in our QoE
calculation, which is defined as:

QOE('Un,(w,r)) = q(vnr) — pTn — Mq(vn,r)

d =

+ RIT.,, 9)

- q(vn—l,r)| )

(1)
where ¢(-) denotes the VMAF score quantified the video
quality perceived by the client, 7, represents the rebuffering
caused by downloading this chunk, and the last term penalizes
the changes in video quality to favor smoothness. Coefficient
1 and A\ are weight factors.

The goal of VISCA is to maximize the overall users’ QoFE.
According to the system model, the problem can be expressed
as follows:

N

P1: mazg Z QoE (vy,(w,r))

)

12)

n=1

subject to Eq. (4)-(10).

The optimization provides the following as output: 1) reso-
lution decision 7, and 2) the way w to get the chunk. When
w = 0, the edge requests v, , from the original server and
response to the user. When w = 1, the edge sends the cached
chunk v, , to the user. When w = 2, the edge returns the
chunk v, ,. enhanced by super-resolution.

2) Edge-based ABR Algorithm: Considering the system
goal of maximizing users’ QoE, we propose an Edge-based
Intelligent ABR algorithm (EIABR), presented in Algorithm
1. ABR Agent is responsible for making the online response
decision (w,r) for request v,. C'List is the local cache list
which includes Clisty,. and Clisty,, R is the set of standard
resolutions, and F' is the legal resolution pairs for super-
resolution processing. We initialize M to record the cached
resolution versions of v,,, C AN to record the estimated QoE
of v (w,) and flag to denote whether there are cached
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Fig. 6: Streaming architecture with edges.

resolution versions of v,. As lines 2-8 in Algorithm 1 show,
upon a video request v,, arrival, ABR Agent first calculates
QoFE of fetching available resolution versions from the origin
server. Meanwhile, it extracts all the cached resolution versions
and calculates the corresponding QoFE of directly returning the
cached chunk. Then ABR Agent checks whether those cached
chunks are suitable for the super-resolution task by comparing
against F. Lines 10-12 calculate QQoE of obtaining video
chunks from super-resolution processing. Next, as lines 14-17
show, ABR Agent chooses the method that maximizes users’
QoE. If the choice is fetching from the origin server, we check
whether the new request can be added to the Request List
according to the Request Management Algorithm. If the fetch
request meets the Request Management Algorithm constraints,
a new request is then sent to the origin server. Otherwise,
ABR Agent chooses the (w,r) with the largest QoE among
the response methods that can be completed at the edge.

Request Management Algorithm checks whether the request
of fetching from the origin server can be sent. Under limited
backhaul bandwidth, sending a new request to the origin
server will increase the access latency for the request in the
Request List, resulting in the drop of users’ QoE. Therefore,
we divide the requests sent to the origin server into two
categories: 1) cache-miss request (flag = 0): The edge does
not cache any version of the requested video chunk and can
only fetch video chunk from the origin server; 2) cache-hit
request (flag = 1): There exist cached video chunks that
can be enhanced or directly returned to users, but higher-
resolution videos can be obtained from the origin server which
achieves higher QoE. All the cache-miss requests must be
sent to the origin server, while not all cache-hit requests
should be sent, which compete for the backhaul bandwidth
with cache-miss requests. Thus, we set a threshold H to limit
the impact of new coming requests to the active downloading
sessions. We assume the available backhaul bandwidth is B,
the total number of requests in the Request List before adding
a new request is K. All the requests in the Request List share
B equally [43]. The download throughput f of v, , in the
Request List can be approximated as %. If x new requests are
added in the Request List the new throughput can be written as
f = KL;I. For a request v,, , in the Request List, the original

download time (v, ) is %, where S(vy,,) is the chunk

size. The difference between the new download time and the
original download time can be expressed as:

30

~5— 180P*2 -5 180P*2

180P*4
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Fig. 7: Comparison of GPU computing efficiency.

/ S(vpr) X
0 (Un,r) - 6(“71,7") = (T)

We set the maximum additional delay as €. All newly added
request should satisfy ¢ (v, ) —d(vy,,) < €, so the maximum
number of new requests x can be derived as follows:
ex B
min ———.
VU, rERList S(Un,r)

(13)

T = (14)
Then if new requests are added, the maximum capacity of
Request List is H = K + z. Request Management Algorithm
considers the popularity of the requested video chunk and the
upper limit of the Request List length to restrict the addition
of new requests. Lines 3-9 in Algorithm 2 detail this process.
If the Request List length is less than half of the threshold, we
add the new request to the Request List. Otherwise, a fetch
request can be sent to the origin server if and only if

Pop_video(v) > 0 X Poppaz, 0 € (0,1], (15)

where Pop_video(v) is the the total number of requests
of a video v. § = logs (%) is derived from the intuition that
when the number of requests approaches the upper limit, we
should pick fetch requests more carefully. We maintain the
maximum number of requests overall requested video in the
Request List, denoted by Pop,,,q., Which is updated upon the
arrival of each origin server fetch request.

V1. IMPLEMENTATION
A. Practical deployment of VISCA

VISCA is implemented on top of the current HTTP adaptive
streaming. Fig. 6 illustrates the proposed streaming system
with edge support. To watch videos, the clients download the
chunks sequentially with HTTP requests. An edge handles
the DASH requests from clients based on network conditions
and edge resource utilization. As Fig. 6 shows, video content
providers can deploy the Intelligent Edge at the mobile edge
computing (MEC) node, the access point of the local network,
or the edge data center of ISPs. In this way, the content
provider can improve the QoE for its users and reduce the
required bandwidth for video delivery.

B. Experimental Setup

We implement the prototype of VISCA based on Nginx
[18], uWSGI [19], and Django [20] architecture, which is
a common deployment in the production environments. The
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Fig. 8: Performance of different video streaming solutions

origin server in Fig. 1 is Nginx-based, which contains 70 two-
minute videos, occupying 20GB. Each video is divided into
4-second chunks, which are encoded into nine discrete bitrates
from 300Kbps to 4800Kbps.We select the most appropriate
bitrate for each resolution, which gives a good level of video
quality with a low bandwidth cost. Intelligent Edge is equipped
with two RTX 2080Ti GPUs and two CPUs (Intel(R) Xeon(R)
Silver 4210). We implement four modules of Intelligent Edge
using Django Framework. The video quality weight v and the
video popularity weight 8 of cache-utility are configured to
0.2 and 0.8, respectively. The cache size is set to 400MB.
Our test’s legal reconstruction base resolutions include 180p,
240p, 270p, and 360p, which can be super-resolved by three
upsample scales, 2, 3, and 4. The super-resolution model
is implemented by Pytorch [44] based on FRVSR [28] and
trained on the origin server. We use the Vimeo dataset [45]
as the training dataset for our general model. We only train
specific super-resolution models for the top 5 popular videos
among our test dataset. We create 100 virtual DASH players to
simulate the clients. The distribution of video requests follows
Zipf’s Law with o« = 1.86 according to video popularity
analysis based on video data we collected from Douyin.

C. Super-resolution Inference Process

In order to meet the real-time transmission requirements
and cost-effectively apply super-resolution, we have conducted
several experiments with four GeForce RTX 2080 Ti GPUs
to investigate the performance of super-resolution. To explore
the maximal processing capacity of a single GPU, the ex-
periments were run with different numbers of threads. GPU
resource utilization improved with the increase in the number
of threads. However, excessive parallelization damages overall
efficiency. Fig 7a shows that the average processing speed
of 2-threads and 3-threads super-resolution is 2.6 and 3.6
times faster than that of a single thread, respectively, and
the reduction in the processing time of more than 3-threads
levels off. We have also tested the performance of super-
resolution tasks using multiple parallel processes assigned
to different GPUs. However, the cooperation between GPUs
involves disk reading and writing, and process creation and
termination are associated with higher costs than that of the
thread. The results of using multiple processes are worse than
using multiple threads. As shown in Fig. 7b, multi-process

TABLE II: Video processing speed.

Method SR Speed (FPS) | Total Processing Time (sec)

FRVSR 6.27 16.205
FRVSR-parallel 24.12 5.045

LightSR 40.49 3.436

tasks took much longer than multi-threads with one GPU.
Therefore, a parallel multi-threading super-resolution method
was adopted to optimize the overall GPU utilization efficiency
and reduce the latency of video super-resolution.

D. Comparison of Super-resolution Models

We have conducted experiments to investigate the perfor-
mance of different super-resolution models. We have imple-
mented FRVSR without parallelism, FRVSR-parallel with 3-
thread parallelism, and LightSR with 3-thread parallelism.
The second column in Table II represents the super-resolution
speed to enhance a 180p video to 720p with an RTX 2080Ti
GPU. The LightSR achieves the fastest super-resolution infer-
ence speed as 40.49 FPS. The third column in the table II
reports the total processing time of a four-second video chunk
at 24fps with three super-resolution models. The processing
time consists of three parts: decoding, video super-resolution,
and encoding time. SR processor decodes and re-encodes
video chunk in H.264 with FFmpeg using the fastest option
[46]. Through our parallelism processing, the time spent in the
whole super-resolution task reduces from 16.205s to 5.045s.
Moreover, the processing time of LightSR can be reduced by
31.89% compared to FRVSR-parallel.

E. Network Traces

Real network traces: To simulate the dynamic changes
of the backhaul network in a realistic network, we used the
Linux Traffic Control tool [47] to control the sending rate of
the original server with 100 throughput traces from FCC [48].
To highlight the advantages of VISCA in the case of excessive
bandwidth competition at the same access point resulting in
insufficient backhaul bandwidth, we only used traces with
average throughput between 1Mbps and 40Mbps. Besides, the
RTT between the edge and the origin server was set to 200ms.

Synthetic traces: We conducted a small set of experiments
on synthetic network conditions to stress test VISCA under
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poor (e.g., 4 Mbps) versus good (e.g., 60 Mbps) network
conditions.

Metrics: To test the performance of VISCA under different
users’ QoE preferences, we considered three sets of QoE
coefficients (A, u) to indicate different tolerance for latency,
namely (0.1, 5), (0.1, 8), (0.1, 10).

VII. EXPERIMENTAL TESTING AND RESULTS

The evaluation employed three machines: one origin server,
one edge server, and one client server. The origin server
utilizes the Nginx Web Server to serve video requests from
the edge server. Django and Nginx are used to implement
the Intelligent Edge to serve video requests. At the client
server, we ran 100 DASH virtual players as different users
to download videos. We set each streaming experiment under
the same network trace with 70 available video clips. We
conducted each streaming experiment for five epochs over
three types of users’ QoE preferences. For each epoch, we
looped the trace until videos were completely downloaded for
all DASH players.

A. Comparison with Existing Video Streaming Solutions

We compare the performance of VISCA with existing video
streaming solutions. Also, we investigate the performance
of our proposed ABR algorithm (EIABR), which does not
use SR Processor. The existing video solutions deploy the
corresponding ABR algorithm on the client-side, and there
is no super-resolution module at the edge, and the cache
replacement strategy is LRU [49].

e MPC [10], which uses buffer occupancy observations
and throughput predictions to select the bitrate, which
maximizes a given QoE metric over a horizon of 5 future
chunks.

e BOLA [8], which uses Lyapunov optimization to select
bitrates solely considering buffer occupancy observations.

e Rate-Based (RB) [6], which selects the highest available
bitrate that is below the predicted throughput.

We first evaluate the performance of VISCA and EIABR
compared to the existing streaming solutions under three QoE
objectives. We choose network traces whose average through-
puts are scarce to simulate poor network conditions. Fig. 8a
shows the average QoE that each ABR algorithm achieves.
As shown in the figure, our proposed EIABR algorithm
outperforms other algorithms on all three QoE coefficients,
with an average improvement of 17.0, 78.2, and 93.6 over
MPC, RB, and BOLA, respectively. With super-resolution and
our combined-utility based strategy, VISCA achieves a greater
QoE than EIABR, with an average improvement of 19.7.

Fig. 8b and Fig. 8c show the average rebuffering time and
the average video quality of each ABR algorithm under three
QoE objectives. As we can see, BOLA attempts to fetch
high-quality video, which results in a long rebuffering time
under limited bandwidth. RB, MPC, and EIABR can perceive
network condition changes, which leads to a lower quality
of video and a shorter rebuffering time. EIABR achieves
higher video quality than RB and MPC, which indicates that
our proposed edge-based ABR algorithm can better adapt to
network changes. On top of EIABR, VISCA integrates super-
resolution and combined-utility strategy, which yields the
highest video quality, with an average improvement of 28.2%,
85.2%, 251.2% from BOLA, RB, and MPC, respectively.
VISCA also achieves the shortest rebuffering time, with an
average reduction of 16.1%, 94.3%, 95.6% from MPC, RB,
and BOLA, respectively. This result shows that VISCA can
well-adapt to different network changes and different QoE
objectives, making it efficient for video streaming in real-world
applications.
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B. Component-wise Analysis

The key designs of VISCA include the edge-based intelli-
gent ABR strategy (EIABR), the combined-utility based cache
strategy, and super-resolution. In order to evaluate the contri-
bution of each design component to the QoE improvement,
we compare the following four schemes:

e RB, which deploys the rate-based ABR algorithm on the
client-side, employs LRU caching strategy at the edge
and does not use super-resolution.

e RB-SR, which deploys the rate-based ABR algorithm on
the client-side, applies LRU caching strategy and utilizes
super-resolution at the edge.

e VISCA-LRU, which deploys EIABR and LRU caching
strategy and utilizes super-resolution at the edge.

e VISCA, our proposed framework, which integrates the
combined-utility based cache strategy, the edge-based
intelligent ABR, and super-resolution.

1) QoE Improvement: We investigate the effects of all
schemes on QoE. Fig. 9a shows the average QoE that each
scheme achieves over our entire test corpus under three QoE
objectives. Fig. 10 provides more detailed results in the form
of full CDFs under each QoE metric. We observe that the edge-
based intelligent ABR strategy, the combined-utility based
cache strategy, and super-resolution all have positive impacts
on the improvement of QoE. First, we study how super-
resolution can help improve the video transmission quality.
After video quality enhancement at the edge, the QoE of RB-
SR increased by 9.8 on average compared to RB. Second, with
EIABR, VISCA-LRU can better use network bandwidth, edge
cache, and computing resources, thus achieving higher QoE.
The huge gap between VISCA-LRU and RB-SR widens from
71.3 to 102.0, reflecting that the edge-based ABR algorithm
delivers a significant QoE gain. Finally, with a caching strategy
specially designed for the edge with the super-resolution
module, the QoE of VISCA exceeds the QoE of VISCA-
LRU by 4.5%-33.6%. Overall, VISCA achieves the highest
QoE across all QoE metrics, which indicates that VISCA can
improve the quality of video services in the case of insufficient
network resources.

2) Fine-grained Analysis: To better understand the QoE
gains obtained by VISCA, we analyzed the rebuffering and
video quality among all considered schemes.

Rebuffering. Fig. 9b compares VISCA with other schemes
in terms of average rebuffering time. As shown in the figure,
RB yields the highest rebuffering time, as the client-based
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Fig. 12: Throughput variation

ABR algorithm can not adapt well to the perceived throughput
variation caused by edge cache hits. Because some requests
can be resolved at the edge by super-resolution, RB-SR
reduces rebuffering time by at least 10.8% compared to RB.
VISCA and VISCA-LRU achieve lower rebuffering with edge-
based ABR algorithm with an average reduction of 93.5%
and 88.7% from RB-SR, respectively, and the reduction of
94.3% and 90.1% from RB, respectively. Fig.9b shows that
the processing time of super-resolution does not increase the
rebuffering time because ABR Agent can adaptively choose
whether to respond to the user through super-resolution on the
user’s buffering level. The rebuffering time of VISCA is on
average 44 % lower than that of VISCA-LRU, which shows
that our combined-utility based cache strategy copes better
with super-resolution.

Quality. Fig. 9c shows the average quality under each
scheme. The average quality of RB-SR and RB is about half
of VISCA quality due to the poor performance of client-side
based ABR. The average VMAF of VISCA is 5.5% higher
than that of VISCA-LRU, which is attributed to the combined-
utility based strategy that successfully caches video content
with high potential values. Fig. 11 shows the distribution of
video resolutions over four schemes under the QoE objective
(0.1,10). With the assistance of EIABR, VISCA-LRU obtains
more high-resolution video chunks than RB and RB-SR under
limited bandwidth. With our proposed cache strategy, the
cache space can be fully utilized. Therefore, the proportion
of high-resolution video chunks of VISCA is higher than that
of VISCA-LRU.

C. Different Network Conditions

VISCA is specifically designed to work well in case of
insufficient bandwidth resources. We compare VISCA per-
formance under six synthetic network scenarios—4Mbps,
10Mbps, 20Mbps, 40Mbps, and 60Mbps bandwidth of the
backhaul network at the same access point. Fig. 12 shows
the total users perceived throughput under these network
bandwidth. VISCA sees more benefits under poorer networks
as VISCA can make full use of the super-resolution technique
under such a bad network condition. VISCA achieves by
2.6x, 3.7x, 4.8x, 7.2%, and 10.1x the total users’ perceived
throughput of the backhaul network bandwidth under 60Mbps,
40Mbps, 20Mbps, 10Mbps, and 4Mbps, respectively.
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VIII. CONCLUSION

As video traffic surges, the network load increases. Users’
QoE suffers inevitably in the case of limited backhaul band-
width resources. This paper proposes VISCA, an edge-assisted
adaptive video streaming framework with joint VIdeo Super-
resolution and CAching, aiming to improve users’ QoE under
bad network conditions. With the employment of video super-
resolution on edge, VISCA can achieve high video quality
even under poor network conditions. An edge-based intelli-
gent ABR algorithm is proposed to allocate edge resources
and network resources to maximize users’ QoE dynamically.
Additionally, a novel cache strategy, combined-utility based
cache strategy, is introduced to cache the most valuable video
considering the potential benefits of super-resolution.

A comprehensive evaluation of the proposed solution is
performed, which demonstrates that VISCA delivers substan-
tial benefits. Under 4 Mbps backhaul bandwidth, VISCA
provides users with 40 Mbps throughput. VISCA outperforms
the existing video streaming algorithms under the real-world
trace by at least 17.0 and up to 93.6 on average QoE. Due to its
greater flexibility and scalability of edge resource utilization,
VISCA provides an excellent service to users by improving
response speed and video quality.
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