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Abstract

In the burgeoning field of digital media, the popularity of live 360-degree video has witnessed an upward trajectory, underpinned
by its immersive experience. In live 360-degree video streaming services, transcoding enormous video tiles and providing low-
latency services for global viewers require significantly more computing and communication resources than traditional live services.
Inspired by the huge crowdsourcing computational resources available at crowd, this paper designs CA-Live360, a Crowd-Assisted
Live 360-degree video streaming solution, in which transcoding and delivery are supported by crowdsourcing devices. Due to
the dynamic availability of resources, it is challenging to achieve low-latency live services, while guaranteeing fair transcoding.
Therefore, firstly an innovative fairness-guaranteed transcoding task assignment scheme is proposed. This scheme employs a novel
Fair Bandit algorithm based on the combinatorial multi-armed bandit approach to achieve low-latency transcoding while considering
time-varying available resources and fairness constraints. Secondly, to reduce delivery latency, we design a transcoding-aware
delivery scheme, in which a provider-requester matching algorithm is introduced to realize effective requester scheduling. Real-
world trace-driven experiments demonstrate the improved performance of the proposed CA-Live360 solution in terms of system
delay and fairness.

Keywords: Live 360-degree video transmission system, task assignment, video delivery, fairness, multi-armed bandit, matching
theory.

1. Introduction

1.1. Background

In the new media ecology era, live streaming has become
a necessity in our daily life[1]. Concurrently, the metaverse’s
expansion propels virtual reality (VR) live streaming, observ-
able in the surge of VR live streaming services that offer im-
mersive experiences. VR services are premised on 360-degree
video streaming [2], steadily gaining popularity. According to
a Statista report[3], the global VR market size is projected to
increase from less than 12 billion U.S. dollars in 2022 to more
than 22 billion U.S. dollars by 2025.

Due to the diversity of networking conditions and device ca-
pabilities, viewers require live videos encoded at different res-
olutions. Accordingly, live streaming platforms must transcode
original video content into multiple versions. Transcoding 360-
degree video services, however, demands substantially more
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computational resources and time than traditional live stream-
ing, due to the large amount of 360-degree video data [4]. Fur-
thermore, the ultra-low-latency (0.2 to 1 second) demand of live
streaming [5] brings a greater challenge to panoramic video
transcoding. In previous works, cloud-based paradigms are
used to transcode live streaming[6–13]. However, they have in-
herent drawbacks to live 360-degree video streaming: 1) broad-
casters and a large number of viewers generate a massive num-
ber of 360-degree streaming transcoding tasks, which consumes
more computing resources than ordinary video transcoding. It
makes the cloud-based transcoding significantly expensive[15];
2) the cloud server is often geographically remote, which leads
to high round-trip latency and affects the Quality of Service
(QoS) in the delay-sensitive live streaming services.

In live streaming systems, there are huge crowdsourcing
computational resources. Several attempts have been made to
employ fog-based transcoding which offloads transcoding tasks
to nearby devices, especially to personal devices[15–19], over-
coming the disadvantages of cloud-based transcoding. For ex-
ample, He et al. proposed CrowdTranscoding [16], which fo-
cused on providing low-latency services by detecting qualified
stable transcoders for source channels.

Fortunately, crowd-based computing provides a natural op-
portunity for distributed tiled 360-degree video transcoding, in
which tiles are transcoded in parallel on multiple devices. Dis-
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tributed transcoding reduces a lot of time consumption than
centralized transcoding. Meanwhile, the economic cost of
crowd-based computing is lower than cloud-based computing
in general. Motivated by the above factors, we proposed to
accomplish tiled 360-degree video transcoding through crowd-
based distributed computing.

1.2. Problem Statement

In crowd-based distributed transcoding, one crowd consists
of a large number of nodes with computing capacity, which
are called Computational Nodes (CNs). It is important to note
that the computing and communication resource provision of a
CN is time-varying and unpredictable. The dynamic environ-
ment makes the transcoding efficiency of a CN unstable, which
cannot be ignored in a delay-sensitive live 360-degree video
streaming system. Besides, the existing articles [15–17, 20]
focus on decreasing the streaming latency by detecting and se-
lecting qualified stable devices. However, the researchers ig-
nored the fact that crowd’s fairness is a key point to ensuring
the healthy and long-term development of the crowdsourcing
system. If the system greedily chooses CNs who have the su-
perior transcoding capability to minimize the time cost, it will
inevitably lead to ordinary CNs having few chances to partic-
ipate in transcoding. This situation will seriously impact the
satisfaction and participation of most CNs. Therefore, it is in-
dispensable to guarantee CNs selection fairness while pursuing
low latency.

In addition, video streaming to viewers must occur after
transcoding. Given the large bandwidth requirement of 360-
degree video streaming and the heterogeneous and time-varying
network status, low-latency video delivery is a formidable chal-
lenge. Existing research seldom focuses on the delivery pro-
cess in crowd-based transcoding systems. Although there are
two works[16, 20] that mentioned video delivery briefly in their
transcoder selection framework, both of them put the server in
charge of video delivery. Specifically, a centralized server is
responsible for recollecting transcoded videos and their deliv-
ery. This method has a potential problem, which is that the
centralized server has to wait for the transcoder to upload the
transcoded videos and then their delivery to viewers. The extra
transmission delay between the transcoder and server can not
be overlooked.

1.3. Contributions

Motivated by the aforementioned aspects, we design CA-
Live360, a novel Crowd-Assisted Live 360-degree Stream-
ing solution, which includes a fair transcoding scheme and a
transcoding-aware delivery scheme, proposed to support low-
latency live 360-degree video streaming services with fair as-
sistance from the crowd.

To achieve the fairness-guaranteed transcoding task assign-
ment, there are two main challenges to overcome: 1) achieving
the minimum delay with no prior information in a dynamic en-
vironment; 2) striking a balance between fairness and latency.
Related to the first challenge, since there is no information on
crowd and the network condition is dynamic and unpredictable,

most traditional optimization methods (e.g., convex optimiza-
tion) become infeasible. Reinforcement learning is a possible
method, however, it has some problems, such as high compu-
tational complexity, unstable convergence rate, etc. In this sit-
uation, we consider the multi-armed bandit technique, which is
a promising solution for continuous decision-making problems.
It learns information about CNs in the crowd by interacting with
the environment and makes decisions based on this knowledge.
To address the second challenge, we have to solve two prob-
lems: capture the dynamics of fairness, and strike a balance.
A fairness queue mechanism is designed considering the evolv-
ing nature of fairness. We then utilize a fair bandit algorithm,
balancing delay and fairness based on the fairness queue.

In CA-Live360, transcoders are geographically located close
to massive viewers. In this context, transcoders are the best
content providers due to their location superiority. Therefore,
to take full advantage of the crowd-assisted transcoding, we de-
sign a transcoding-aware live streaming delivery scheme, where
the requesters will get live streaming from transcoders in pri-
ority. If a requester can not get the desired video tiles from
any transcoder quickly, it will be scheduled to the Base Station
(BS). To tackle the requester scheduling problem in the delivery
process, we proposed a provider-requester matching algorithm,
which assigns each requester to the appropriate providers. Part
of this work has been published in [21].

The main contributions are summarized as follows:

• A crowd-assisted live 360-degree video streaming solution
(CA-Live360). We designed CA-Live360 to provide low-
latency 360-degree live streaming services with assistance
from crowd. It consists of a crowd-based distributed tile
transcoding process and a tile delivery process.

• Fairness-guaranteed transcoding task assignment scheme.
To meet the fairness constraints in transcoding task assign-
ment, a Fair Bandit (FB) algorithm is designed to strike a
balance between latency and fairness in a dynamic envi-
ronment. To the best of our knowledge, this is the first
work to consider fairness in crowd-assisted transcoding.

• Transcoding-aware live streaming delivery scheme. To
capitalize on the transcoder’s proximity to viewers,
we proposed transcoder-aware streaming delivery. To
schedule requesters, we proposed a Provider-Requester
Matching (PRM) algorithm based on matching theory.
The stability and complexity of PRM are analyzed.

• A series of trace-driven experiments are conducted to eval-
uate the performance of the proposed CA-Live360 based
on a real-world dataset. The experimental results show
CA-Live360’s superiority to state-of-art schemes in terms
of delay and fairness.

The rest of this paper is organized as follows. In Section
2, we introduced the background. The system model of the
proposed CA-Live360 and problem formulation are presented
in Section 3. The fairness-guaranteed transcoding task assign-
ment is introduced in Section 4, followed by the transcoding-
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aware delivery in Section 5. The experimental results of CA-
Live360 are presented in Section 6. Finally, conclusions and
future works are included in Section 7.

2. Background and Related Works

2.1. Video transcoding
In mainstream live streaming platforms such as Twitch,

Douyu, etc., cloud computing is widely applied, as large num-
bers of stable computing resources are at their disposal. In
academia, a number of scholars were attracted to study live
video transcoding with cloud computing [6–9] in the last
decade. Authors of [8] try to solve the problems of cost-
effective adaptive live video streaming, by making real-time
transcoding and offloading decisions dynamically in cloud
servers. Xiangbo Li et al. [7] designed a model to capture
the trade-off between the cost and performance of cloud servers
to maximize the usage of cloud computing resources. How-
ever, the latency caused by content delivery from remote cloud
servers affects viewers’ quality of experience (QoE), especially
with increasing user demands. Utilizing computing resources in
edge servers (i.e. edge computing) has gained momentum [10–
14]. Authors of [11] [12] combined edge computing with the
cloud, and proposed hybrid architectures of cloud-edge com-
puting. By comprehensively considering caching, transcoding,
and resource allocation, an edge-assisted live stream process-
ing framework was proposed in [13]. It efficiently improved
viewers’ throughput, video quality and decreased the playback
rebuffering time at the same time. However, it should be noted
that renting computing resources for transcoding from cloud
servers or edge servers is very expensive, and most live stream-
ing platforms cannot afford it.

Moreover, as the computing and storage capacity of end
devices grows, many researchers have turned their attention
to studying crowd-based 2-D video transcoding[15–17, 20] in
live streaming. Yifei Zhu et al. in [15] proposed an auction-
based selection to choose suitable viewers for computational
task offloading. In [20], authors considered a two-stage deci-
sion approach based on deep reinforcement learning to select
transcoders. A large number of crowdsourced computing re-
sources enable support for panoramic video transcoding. For
a chunk of 360-degree video, different tiles can be transcoded
in parallel on different computational devices. Thus, crowd-
based distributed tile transcoding is a promising scheme to de-
crease the latency of services. However, there are still some
problems to be solved, including aspects such as the fairness
between crowd, network dynamics, etc.

2.2. Video delivery
Meanwhile, video delivery is also a key process in live

streaming system. We have researched several issues about
video delivery [18, 23–26]. By designing an augmented graph
model, the joint optimization of transcoding and transmission
in live streaming systems is converted into a multi-hop routing
problem, which is then solved by a Networked Multi-Agent Re-
inforcement Learning approach in [23]. Considering the ultra-
high data rate and ultra-low-delay demands of VR livecast, we

proposed a buffer-nadir-based multicast mechanism in [24], as
well as designed a multicast-aware transcoding offloading algo-
rithm and a delivery algorithm to achieve cost-efficient virtual
reality delivery. Leveraging the virtual queue technology, an
augmented queue structure is designed in [18] to jointly cap-
ture the dynamic characteristic of transmission and transcoding.
Then we introduced an accelerated gradient optimization algo-
rithm to solve the formulated resource optimization problem. In
addition to our previous work above, some other scholars have
also done related research [27–34]. [27] proposed a multi-MEC
cooperative caching architecture and a transmission mechanism
for VR video. In [28], a transcoding-enable video delivery and
caching scheme was proposed to meet the high-bandwidth and
low-latency requirements of VR. [29] introduced transcoding-
enabled multicast opportunities, in which the multicast deci-
sion is made in the transcoding-enabled situations. Authors of
[30] proposed PVRV, a streaming system for panoramic video
based on millimeter wave with mobile edge computing. The
transcoding in PVRV was performed at the edge servers. VR
video streaming in multiple-input multiple-output-orthogonal
frequency division multiple access system was researched in
[31]. To minimize the transcoding and transmission power, the
authors jointly considered video quality selection, beamform-
ing, transmission power, and rate allocation. In article [32], its
authors focused on the deadline-sensitive delivery problem for
360-degree video streaming. To handle concurrent requests and
dynamic bandwidth, they formulated the content as a long-term
integer programming optimization problem, and then they pro-
posed a solution based on Deep Reinforcement Learning and
Cooperative Bargaining Game to address it. [33] presented a
cell-free multi-group broadcast network solution to deliver VR
video from UAVs to VR users in sports stadiums. The authors
tackled the problem of dynamic video scheduling and access-
point clustering through a series of deep reinforcement learning
approaches. Authors in [34] proposed a proactive wireless mul-
ticasting framework that clustered users based on FoV overlap
and location, and assigned them to small base stations for ef-
ficient VR video delivery. However, the deep involvement
of crowd in 360-degree video transcoding and delivery has not
been studied.

3. System Model and Problem Formulation

This section presents the system model of CA-Live360, and
introduces the problem formulation in detail. The mathematical
notations for the paper has been summarized in Table 1.

3.1. Overview of the Proposed CA-Live360

Fig.1 illustrates the proposed crowd-assisted live 360-degree
video streaming system. Broadcaster is the streaming provider
which uploads live 360-degree videos. BS is responsible
for managing transcoding tasks and providing services to re-
questers. Thanks to the boom in FoV predictive technology[35,
36], we adopt the tile-based viewport adaptive streaming
scheme[37–39], which can significantly reduce bandwidth con-
sumption in the transmission process of 360-degree video. It
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Figure 1: Crowd-assisted live 360-degree video streaming system.

divides panoramic video into tiles, which can be independently
codec. In the scheme, BS transmits the tiles in the user’s FoV
at an appropriate high resolution, while the tiles out of FoV
at a low resolution. The transmission of tiles out of FoV is
to guarantee that users can watch the video with basic quality
when FoV prediction is accidentally inaccurate. Thus, the tiles
in FoV have a higher priority than tiles out of FoV. Based on
the above observation, we leverage the computing resources of
crowd to transcode the tiles in FoV and assign the transcoding
tasks of the tiles out of FoV to BS. In this case, we can focus on
the strength of crowd to transcode the tiles in FoV, to provide
high-quality services with low latency to users. In this work,
we focus on the transcoding and delivery of FoV tiles.

We assume that all CNs are willing to participate in the
transcoding tasks motivated by some incentive mechanisms
such as advertising exemptions or monetary gains [16]. In CA-
Live360, BS will assign CNs in crowd to transcode the original
tiles to different resolutions; these CNs are called Transcoders.
For a channel, we assume that there are K CNs who may per-
form transcoding tasks in the region. We define K as the set
of all CNs, and i ∈ K is one of the K CNs. In this crowd-
assisted streaming system, each CN in crowd can be in one of
the following states in time slot t:

• Offline: The CN is offline or out of the region, and could
not perform any transcoding task.

• Unqualified: The CN cannot participate in transcoding be-
cause its service capabilities (i.e., computational or com-
munications) do not meet the minimum standards.

• Transcoding: The CN is performing transcoding tasks.

• Available: The CN is qualified and has not been assigned
a transcoding task.

O(t),U(t),T (t),A(t) are used to denote the sets of CNs in
Offline, Unqualified, Transcoding and Available state in time
slot t, respectively. Every CN switches between these states
over time. The transition of the four states is shown in Fig. 2.

Viewers of live 360-degree video are in the crowd, and we
call them Requesters. The set of requesters is represented
as R(t) ⊆ K . The requesters in T (t) can play the received
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Figure 2: The transition of four states of CNs.

high-resolution videos or their own transcoded tiles directly,
but other requesters have to be served with transcoded tiles
by a provider. As shown in the transcoding process of Fig.1,
tiles with different resolutions will be aggregated to BS af-
ter transcoding. Then, both BS and transcoders have the
transcoded tiles. Thus, in the delivery process of Fig.1, there
are two types of providers for requesters to get live video:
transcoders and BS.

• Transcoder: if there is a transcoder that outputs the res-
olution requested, the requester can get the tile from the
transcoder.

• BS: if a requester can not be served by any transcoder, it
will stream from BS.

It should be noted that the resolution requested is determined
by Adaptive Bitrate Streaming algorithm [40], which is not the
focus of this work.

3.2. Transcoding Model

We consider that live 360-degree streaming consists of con-
tinuous video chunks and each chunk is a 1-second block. We
segment each chunk into X × Y tiles. For the tiles in FoV, we
need to prepare M resolutions to meet the different require-
ments of heterogeneous requesters, and Φ = {q1, q2, ..., qM} de-
notes the set of resolutions. Based on FoV prediction, viewer
n will request tiles set Gn. The number of FoV tiles that will
be requested by all requesters is G. Thus, the total number of
transcoding tasks for FOV tiles is M · G. We use G to denote
the set of all M · G transcoded tiles with different resolutions.
Due to the service quality requirement, we assume the number
of CNs that need to work for each task simultaneously is no less
than m (m > 0). Thus, the total number of transcoders in each
time slot is U = M ·G · m.

In real scenarios, CNs may have other computing tasks, so
the available computing resources are independent and identi-
cally distributed random processes. We use Ci(t) to represent
the available computing resources of CN i, which is within
[Cmin

i ,C
max
i ] with E [Ci(t)] = µCi . Due to the heterogene-

ity of CN, we assume µCi follows a normal distribution with
E
[
µCi

]
= λC.
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Table 1: Mathematical Notations
Symbol Description
K The set of all CNs

O,U,T ,A The set of CNs in Offline, Unqualified,
Transcoding, and Available state

R,P The set of requesters, the set of providers
S The set of reassigned CNs
Ci,Bi Available computing, bandwidth resources

of CN i
TCN

i The transcoding delay of CN i
T BS (t) The transcoding delay of BS

dre The delay of reassignment
Ttp The delay in transcoding process
Tdp

n The delay in delivery process
T T D

s,n The transcoder-based delivery delay
T BS D

n The BS-based delivery delay
ci(T ) The total online time of CN i by time T
fi(T ) The selection fraction of CN i by time T

xi RMSF of CN i
κi(t) Transcoder cost evaluation
ri(t) The reward for player i in t
hi(t) The number of working times for CN i by

t
µ̄i(t) The average reward for CN i by t
µUCB

i (t) The reward evaluation according to UCB
policy

Qi The fairness queue length of CN i
R j,P j The set of requester, the set of provider for

tile j
Φ, q∗ A matching, the quota of a matching

We assume that CN i is assigned to transcode the origi-
nal video tiles j to resolution qi, j(t) with bit-rate bi, j(t), where
qi, j(t) ∈ Φ. We define Λ

(
qi, j(t), bi, j(t)

)
as the number of CPU

cycles required to transcode an original tile to the target resolu-
tion and bit-rate. The measurement of computational resources
consumed for transcoding is based on [41]. Consequently the
transcoding delay of CN i can be expressed as:

TCN
i (t) =

Λ
(
qi, j(t), bi, j(t)

)
Ci (t)

,∀i ∈ T (t). (1)

To ensure a smooth live streaming service, transcoding is
done by BS when there are not enough qualified CNs. The de-
lay generated by BS transcoding process is denoted by T BS (t).
Apart from the time associated with the transcoding process,
stability [16] is also a key point in such a system. This is
because a frequent offline status of unstable transcoders deter-
mines extra reassignment delays, which affect negatively live
streaming services. To consider these two factors jointly, the
delay in the transcoding process is computed as follows:

Ttp(t) =

TCN
i (t) + Ii(t) · dre transcoding at CN i,

T BS (t) BS transcoding.
(2)

Here, dre is the reassignment delay. Ii(t) is an indicative func-
tion and if CN i is reassigned in time slot t, Ii(t) = 1, otherwise,

Ii(t) = 0.

3.3. Transcoding-aware Delivery Model
After transcoding, video tiles are delivered to requesters. Let

P(t) denote the set of providers in time slot t. It is expressed as:

P(t) =

{s0, s1, s2, ...sU} crowd transcoding,
s0 BS transcoding,

(3)

where s0 is BS and {s1, s2, ...sU} are U transcoders. The above
equation indicates that if transcoding at a CN, both BS and
transcoder have the transcoded video. If transcoding is per-
formed in BS, only BS has the video.

With different types of providers, there are two delivery
modes: Transcoder-based Delivery and BS-based Delivery.
Transcoders are geographically closer to requesters, resulting in
lower transmission latency for transcoder-based delivery. Thus,
requesters are preferentially served by transcoders. When the
requester can not get streaming from any transcoder, it will be
served by BS.

Transcoder-based Delivery: Tiles delivery from transcoder
s to requester n is based on device-to-device (D2D)
communication[42]. The transmission rate Rs,n is constrained
by the weakest device with the poorest bandwidth resource. Ac-
cording to the Shannon–Hartley theorem[43], the communica-
tion rate is:

RT D
s,n (t)

= min
i∈{s,n}

Bi(t) log2

(
1 +

pi · gs,n

σ2

)
,∀s ∈ P(t), n ∈ R(t), (4)

where pi is the communication power of node i, gs,n is the chan-
nel gain between provider s and requester n, andσ2 is the power
of additive white Gaussian noise (AWGN). Bi(t) denotes the
bandwidth resource of CN i in time slot t. Similar to comput-
ing resources, Bi(t) is independent and identically distributed
over time and is within [Bmin

i ,B
max
i ] with E [Bi(t)] = µBi , and

µBi following a normal distribution with E
[
µBi

]
= λB. The time

consumed in the transcoder-based delivery process can be ex-
pressed as:

T T D
s,n, j(t) = IT D

s,n (t) ·
e j(t)

RT D
s,n (t)

,∀s ∈ P(t), n ∈ R(t), (5)

where e j(t) denotes the amount of tile j data that transcoder
s transmits to n, and IT D

s,n (t) indicates the requester scheduling
result. When requester n is served by transcoder s, IT D

s,n (t) = 1
and otherwise, IT D

s,n (t) = 0.
BS-based Delivery: If there is no transcoder that can provide

a certain tile j for requester n, it will be served by BS. The delay
in the BS-based delivery process is computed by the following
equation:

T BS D
n, j (t) = Im(t)T up

j + T down
n, j (t), (6)

where Im(t) indicates the transcoding mode in time slot t. If
transcoding is performed at crowd, Im(t) = 1, otherwise, Im(t) =
0. T up

j is the minimum uploading delay of tile j from CNs to
BS, and T down

n, j (t) is the delivery delay from BS to requester n.
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(6) shows that if a CN transcodes, but the requester can not get
the video streaming from this transcoder directly, the content
acquisition delay will include two parts: T up

j and T down
n, j (t). If

BS transcoding, the delay is equal to T down
n, j (t).

To sum up the above, for tile j that requested by n,∀n ∈ R,
the delay in delivery process can be expressed as follows:

Tdp
n, j(t) =


T T D

s,n, j(t), transcoder-based delivery,
T BS D

n, j (t), BS-based delivery,
0, requester n is a transcoder.

(7)

For 360-degree video viewers, they have to receive all tiles
in FoV before they can play the video. So we use Tdp

n (t) =
max{Tdp

n, j(t),∀ j ∈ Gn} denote the delivery delay of the last tile
received in a chunk for requester n.

3.4. Problem Formulation

Constraints: In a crowd-assisted live streaming system, the
transcoding and delivery processes have to comply with the fol-
lowing constraints to ensure a great performance:

• Fairness Constraint. As discussed in Section I, the fair-
ness of crowd is extremely important for CA-Live360. In
order to evaluate fairness, a new fairness-related metric se-
lection fraction is introduced, defined as follows:

fi(T ) =
1

ci(T )

T−1∑
t=0

li(t),∀i ∈ K , (8)

where ci(T ) is the total online time of CN i by T . li(t) ∈
{0, 1}, and li(t) = 1 indicates that CN i performed transcod-
ing task in time slot t, otherwise, i did not transcode in time
slot t.

The initial value is set to 0: li(0) = 0. A large selection
fraction fi(T ) indicates that CN i was selected much, rel-
ative to its online history. To guarantee viewer fairness,
we introduce a Required Minimum Selection Fraction
(RMSF) for viewer i as follows:

lim inf
T→∞

fi(T ) ≥ xi,∀i ∈ K . (9)

In (9), xi ∈ (0, 1) is RMSF of CN i, ensuring that no CN is
overlooked in the system. In fact, xi can be adjusted flexi-
bly. For example, premium members in the crowdsourcing
platform can be given a larger RMSF than regular mem-
bers.

• QoS Constraint. Different from other task assignment
scenarios, live streaming services are delay-sensitive to
support real-time interaction. If transcoding and delivery
take a long time, the QoS is seriously affected. Therefore,
in the proposed scheme, the transcoding and delivery time
must be within the specified range to ensure that the la-
tency does not affect the quality of the live-streaming ser-
vices.

Ttp(t) < Ttp
Max, (10)

Tdp
n (t) < Tdp

Max, ∀n ∈ R(t), (11)

where Ttp
Max and Tdp

Max are the maximum tolerable
transcoding and delivery delay, respectively, determined
by the practical requirements in a live streaming system.

Objective: In CA-Live360, the system delay consists of two
parts: transcoding delay and delivery delay. The goal of the
solution is to minimize the system delay while satisfying the
above constraints. Thus, the crowd-assisted transcoding and
delivery are formulated as the following problem:

min lim
T→∞

1
T

T∑
t=0

1
|R(t)|

∑
n∈R(t)

Ttp(t) + Tdp
n (t), (12)

s. t. (9)(10)(11).

Here, |R(t)| represents the cardinality of the set R(t). In the
problem, we try to reduce the transcoding and delivery delay
while considering the fairness and QoS constraints. Intuitively,
the problem can be solved in two phases: transcoding and de-
livery according to (12). In this context, we propose solutions
for the two phases in Section 4 and Section 5, respectively. The
overview of the two phases is shown in Fig.3.

4. Fairness-guaranteed Transcoding Task Assignment

In order to select high-quality transcoders to achieve the
overall optimization goal, we first introduce a criterion to eval-
uate the transcoders. According to the analysis made in Sec-
tion 3.2, the transcoders which transcode quickly and stay on-
line for a long time to avoid reassignment delays are preferred.
Besides, we also consider the influence of transcoders on the
delivery process. If the selected transcoder has great transmis-
sion capacity, the delay in the transcoder-based delivery pro-
cess is small. The maximum transmission capacity of CN is
Bi(t) log2

(
1 + pi·gi

σ2

)
. So for CN i, the minimum transmission

delay per unit of data is expressed as:

T min
i (t) =

1

Bi(t) log2

(
1 + pi·gi

σ2

) . (13)

Based on this analysis, we design the transcoder evaluation
criterion, cost κi(t), as follows:

κi(t) = γTtp(t) + (1 − γ)T min
i (t), (14)

where γ ∈ (0, 1) is a balance factor. In the transcoding task
assignment phase, if the system is focused on transcoding per-
formance, set γ > 0.5; otherwise, γ < 0.5. When γ = 0.5,
the transcoding and delivery processes are of equal importance.
Overall, a CN with a small cost κi indicates stability and has
adequate computing and bandwidth resources, so it is preferred
in the transcoding task assignment process. However, BS does
not have any prior knowledge about viewers. In order to assign
transcoding tasks effectively with the time-varying available
resources and network conditions, we design a multi-armed
bandit-based algorithm and introduce a fairness queue to deal
with the fairness constraint next.
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Figure 3: Overview of the two phases in CA-Live360: fairness-guaranteed transcoding task assignment, and transcoding-aware live streaming delivery

4.1. Combinatorial Multi-Armed Bandit Problem

The multi-armed bandit problem refers to the case when
a choice must be made between multiple actions, each with
an unknown payout (i.e. slot machines are considered “one
arm bandits”) in order to achieve the most profitable outcome
through a series of choices. In the Combinatorial Multi-Armed
Bandit (CMAB), each “one arm bandit” is associated with a
stochastic reward ri ∈ [0, 1] that is independently identically
distributed over time with an unknown mean. A player pulls
multiple arms and obtains rewards from them. The player’s goal
is to learn an arm selection policy to maximize the time-average
reward following repeated interactions with the stochastic envi-
ronment.

In this work, κi(t) is unknown a priori to BS, which is con-
sistent with CMAB. Each CN is regarded as an arm and BS is
a player in CMAB. The reward of a CN is independent of other
CNs. Furthermore, as the goal is to decrease κi(t), the reward is
defined as:

ri(t) =
{ 1
κi(t)

i f i ∈ T (t),
0 else.

(15)

In (15), if i ∈ T (t), κi(t) , 0 for anytime. Accordingly, the
expected time-average reward is given by:

R(T ) = E

 1
T

T−1∑
t=0

1
|T (t)|

∑
i∈T (t)

1
κi(t)

 . (16)

We define R∗ as the maximal time-average reward with the
optimal policy. Then the regret is expressed as:

Ξ(T ) = R∗ − R(T ). (17)

Since R∗ is a constant, maximizing the reward R(T ) is equal to
finding a solution to minimize the regret.

4.2. Upper Confidence Bound Policy

As the reward of each CN is unknown in advance, the player
has to strike a balance between exploration (i.e. selecting differ-
ent CNs to learn a more accurate estimation of the mean reward
of each CN) and exploitation (i.e. maximizing the reward by
selecting CNs having shown the best rewards in the past). To

evaluate the reward, an upper confidence bound policy (UCB)
[44] is employed and described as follows.

hi(t) is used to represent the total number of times CN i has
worked by the current time slot t, i.e.

hi(t) =
t−1∑
n=0

li(n), (18)

where the initial value hi(0) = 0.
Let µ̄i(t) denote the average reward of CN i before time slot

t, which is defined as:

µ̄i(t) =


∑t−1

n=0 ri(n)li(n)
hi(t)

hi(t) , 0,
r0

i hi(t) = 0,
(19)

where r0
i ∈ (0, 1) is the initial value.

The reward evaluation according to the UCB policy is ex-
pressed as:

µUCB
i (t) =

 min
{
µ̄i(t) +

√
3 log t
2hi(t)
, 1
}
, hi(t) , 0,

µ̄i(t), hi(t) = 0.
(20)

In (20), µ̄i(t) corresponds to exploitation and
√

3 log t
2hi(t)

repre-
sents exploration. The player selects the arm with the largest
µUCB

i (t) in each time slot. This means that the arms which have
great historical average rewards and have been played rarely are
selected. As the number of iterations increases, the estimated
mean reward of each viewer becomes more accurate.

4.3. Fairness Queue

Intuitively, the classic UCB policy performs poorly on the
fairness-guaranteed task assignment scheme because it ignores
the constraints from (9),(10),(11) in the formulated problem.
Especially, the fairness constraint greatly increases the diffi-
culty of solving the problem, because we not only have to seek
a balance between exploration and exploitation but also have to
achieve a new compromise between reward and fairness. To ad-
dress this, a virtual queue[45] is designed to handle the fairness
constraint.

7



We assume that each viewer maintains a virtual fairness
queue. The current queue length of CN i is Qi(t). In partic-
ular, the fairness queue length dynamic is designed as:

Qi(t) =
{

Qi(t − 1) i ∈ O(t),
[Qi(t − 1) + xi − li(t − 1)]+ else. (21)

Here, [x]+ = max (x, 0). As defined in (21), if the state of CN
i is Offline, the virtual queue length remains the same as in the
last time slot. Otherwise, the virtual queue length will increase
by xi, and decrease by one if CN i was transcoding in the last
time slot. The initial values Qi(0) = 0 and Qi(t) are not less
than 0 all the time.

Algorithm 1: Fair Bandit (FB) Algorithm
1: Initialize hi(0) = 0, li(0) = 0,Qi(0) = 0, ∀ i ∈ K ,

Set t = 1;
2: while CA-Live360 system is up and running do
3: Check the state of each CN and observe

O(t),T (t),A(t);
4: for each i ∈ K do
5: Update µUCB

i (t) according to (20);
6: Update Qi(t) according to (21);
7: end for
8: Observe |S(t)| though (22);
9: Select viewers S according to (23);

10: Update O(t),T (t),A(t);
11: CNs in T (t) perform transcoding tasks;
12: for each i ∈ K do
13: Update li(t),Ii(t);
14: Update ri(t) according to (15);
15: Update hi(t) according to (18);
16: Update µ̄i(t) according to (19);
17: end for
18: t = t + 1;
19: end while

4.4. Fair Bandit Algorithm

Different from the classic CMAB model, the number of CNs
that needs to be selected in each time slot in our problem is
not constant. At the very beginning of each time slot t, BS
will check the working state of CNs that performed transcoding
tasks in time slot t − 1. In general, there are two situations that
need to be dealt with:

• If there are CNs in T (t − 1) that currently cannot satisfy
the QoS constraints indicated in (10) and (11), we con-
sider they are unqualified and their states will be trans-
formed from Transcoding to Unqualified. The number of
such CNs is denoted by g1(t).

• If there are CNs in T (t−1) going offline in time slot t, their
state will be transformed to Offline as well, we use g2(t) to
denote the number of these CNs.

In those cases, the number of transcoders in T (t) is less than
the required U, so BS has to reselect CNs from A(t). The set
of CNs reassigned in time slot t is denoted by S(t). According
to the above analysis, we can derive:

|S(t)| = g1(t) + g2(t), (22)

where |S(t)| indicates the number of transcoders that have to
be selected in the reassignment. Jointly considering the reward
and the fairness queue, BS will select transcoders fromA(t) as
follows:

S(t) ∈ argmax
∑

i∈A(t)

[
η · µUCB

i (t) + Qi(t)
]
, (23)

where η is a weight parameter to control the tradeoff between
two factors. For a small value of η, the algorithm tends to guar-
antee fairness and prefers to select CNs who have a large virtual
queue length Qi(t). On the contrary, if η is large, the CNs with
a large estimated reward µUCB

i (t) will predominate.
Due to the independence of CNs, we can solve (23) by se-

lecting CNs that are the top-|S(t)| best CNs. For those CNs,
the better ones will be assigned to tough tasks (i.e., transcode
complex tiles to lower resolutions), to meet the more substan-
tial computing and communication capacity requirements. The
proposed Fair Bandit(FB) algorithm is described in algorithm 1
and is deployed as part of the CA-Live360 solution.

4.5. Theoretical Analysis
This subsection performs a theoretical analysis of the pro-

posed FB algorithm in terms of queue stability and upper bound
for regret.

Queue Stability: If there exists a transcoding assignment
policy where the fairness constraint is satisfied, the RMSF vec-
tor x = {x1, ..., xK} is feasible. We define maximal feasibility
region X to denote the set of all RMSF vectors. Then, we give
the following theorem.

Theorem 1: The constraint from (9) is satisfied for any vector
x strictly inside the maximal feasibility regionX, i.e., the virtual
queue mean rate stable under FB algorithm:

lim sup
T→∞

1
T

T−1∑
t=0

E [Qi(t)] ≤
D1

ϵ
≤ ∞, (24)

where D1 =
K
2 + ηm, and ϵ is a positive constant satisfying that

x− ϵ1 (1 is a K-dimensional all-ones vector) is strictly inside X
.

Proof: We prove the theorem by adopting Lyapunov drift
analysis[46]. The detailed proof is provided in Appendix A.

Based on theorem 1, the virtual queue is not only mean rate
stable, but also strong stable whenever the RMSF vector x is
strictly inside X. This implies that the fairness constraint in (9)
is satisfied in the FB algorithm.

Upper Bound on Regret: We introduce the regret upper
bound of the proposed FB algorithm in the following theorem.

Theorem 2: With the FB algorithm, the time-average regret
is upper bounded as follows:

R(T ) ≤
K
2η
+

1
T

[
2
√

6mK log T + (1 +
5π2

12
)K
]
+
∑
i∈K

piµi, (25)
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where pi is the offline or unqualified probability of CN i.
Proof: See Appendix B.
There are three terms in the upper bound of regret. The first

term K
2η is related to η and represents the control of online learn-

ing in (23). When η is large, CNs with higher predictive rewards
will be preferred, even though their queue length may be larger
and thus less fair. This leads to a smaller regret captured in the
first term, but it will result in worse fairness. So in real appli-
cations, the η depends on the trade-off demand of the system.
The second term is attributed to the cost of the exploration and
exploitation process. It is of the order O(

√
(log T )/T ), which

is consistent with the standard regret in typical MAB[47]. The
third term is a constant, which means that the greater the prob-
ability of CNs being offline or unqualified, the larger the regret.
Thus, in Theorem 2, the upper bound of the regret depends on
T and parameter η. When T → ∞, the regret decreases to
K/2η +

∑
i∈K piµi.

5. Transcoding-aware Live 360-degree video Streaming De-
livery

This section discusses the delivery of live 360-degree video
tiles from providers to requesters. Given the set of transcoders
T (t), i.e. the output of FB algorithm, we schedule requesters to
providers to minimize the delivery delay with individual QoS
constraints, expressed as:

min
∑

n∈R(t)

Tdp
n (t), (26)

s. t. Tdp
n (t) < Tdp

Max, ∀n ∈ R(t).

Benefiting from the crowd-assisted transcoding scheme, the
requesters have the opportunity to get transcoded tiles from
the close transcoder rather than BS. Therefore, our system has
a natural advantage in reducing delivery latency. In the sys-
tem, the requester scheduling is a key factor that affects de-
livery performance. However, on the one hand, the requested
video tiles are scattered in various providers (including BS and
transcoders). On the other hand, the communication capacity
of the transcoder is restricted, so that each transcoder can only
transmit video streaming to a limited number of requesters in
a time slot. Those situations make the requester scheduling a
tricky issue. In this work, we take it as a combination problem
between requester and provider. To solve it, we design PRM
algorithm in this section.

5.1. Matching Problem Formulation

Originally used in economics, matching theory[48] provides
a powerful solution to pair participants in two finite and disjoint
sets based on each participant’s preference. In this work, we use
matching game to denote the cooperation between requesters
and providers.

The two sides of the matching are requesters R and providers
P respectively. For each tile, the problem is obviously a one-
to-many matching, because a provider can serve multiple re-
questers and a requester just gets a video tile from at most one

provider. Moreover, due to the limited communication capac-
ity, the maximum number of requesters a transcoder can serve is
defined as a positive integer q∗, which is called quota. It should
be noted that the capacity of BS is sufficient to serve all re-
questers. So, if a requester cannot be served by any transcoder,
it will be matched to BS for getting tiles. Thus, the quota for all
providers in P is:

q∗s =
{

q∗, ∀s ∈ P\s0,
|R| , s = s0.

(27)

We use a three-tuple Φ : {P,R, q∗} to denote a matching.
Then, we formally define matching in the following definition.

Definition 1: Given two finite and disjoint sets R and P, a
quota q∗. Then, for ∀n ∈ R and ∀s ∈ P, a one-to-many match-
ing function Φ satisfies

• Φ(n) ∈ P and |Φ(n)| ∈ {0, 1};

• Φ(s) ⊆ R and |Φ(s)| ≤ q∗s;

• Φ(n) = s↔ n ∈ Φ(s).

where Φ(s) represents partners of provider s in Φ.
In Definition 1, the first condition indicates that each re-

quester can only be matched to one provider in P. The second
condition implies that each provider can be matched to at most
q∗ requesters in R. The last condition illustrates that the match-
ing is bilateral, i.e., requester n is matched to a given provider s
if and only if provider s is matched to requester n.

5.2. Provider-Requester Matching (PRM) Algorithm

In the matching game, each participant has a preference list
to guide the matching process. We use ≻i to represent the pref-
erence. For example, given requester n and providers s1, s2, the
preference relationship s1 ≻n s2 denotes that requester prefers
provider s1 more than s2, and is defined as:

s1 ≻n s2 ↔ Un(s1) > Un(s2), (28)

where U(·) is the utility function.
We use R j ⊆ R to denote the set of requesters that watch tile

j, and P j ⊆ P to denote the set of provider for tile j. Next, for
each tile j ∈ G, we establish preference lists for requesters and
providers in the following.

Preference list of requesters: The preference list indicates
the ranking of preferences for providers in requester’s con-
nectable range. Based on our goal in (26), we try to reduce
the delivery delay of tiles. Thus, requesters prefer to get tiles
from providers with low communication delays. The utility
function of requester n for tile j can be designed as Un, j(s) =
1/T T D

s,n, j(t),∀s ∈ P j,∀n ∈ R j, which means that the smaller the
delivery delay, the larger the utility. Based on the utility func-
tion, the preference list L(n, j) is built by sorting the providers
in descending order. Because transcoder-based delivery pro-
duces lower latency than BS-based delivery in general, BS will
rank lower than any high-quality transcoders in the preference
list.
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Preference list for providers: Similarly, a provider prefers
to provide services to requesters with good communication
quality to reduce the delivery delay. Similar to requester’s
utility function, the utility of s can be expressed as Us, j(n) =
1/T T D

s,n, j(t),∀n ∈ R j,∀s ∈ P j. So the preference list L(s, j) for
provider s is also built according to the utility function, follow-
ing sorting the requesters in descending utility order.

The PRM algorithm is described in detail in Algorithm 2.
In the preparation stage, the preference list of each participant
is calculated. R is initialized to denote the set of unmatched
requesters. In the matching stage, if transcoding is performed
at the crowd, i.e.,

∣∣∣P j

∣∣∣ > 1, the transcoder-requester matching
happens. First, every requester makes a proposal to the highest
transcoder in its list. Then, each transcoder makes a decision
based on the requesters’ proposals. If the number of current
partners plus new proposals does not exceed the quota q∗, the
matching is successful. Otherwise, the transcoder chooses the
top q∗ favorite requesters in its preference list. If transcoding is
performed at BS, or at CNs but there are requesters that cannot
be served by any transcoder, i.e.,

∣∣∣∣R∣∣∣∣ , 0, we allocate all these
requesters to BS.

5.3. Theoretical Analysis
The algorithm is expected to output a stable matching. To

define stable matching, the following definition is introduced.
Definition 2: A requester-provider pair (n, s) in a given

matching Φ is a blocking pair if any of the following conditions
are met:

• s ≻n Φ(n), and matching n to s will not go against the
quota q∗;

• s ≻n Φ(n), n ≻s Φ(s) and the quota of provider s has been
reached.

Then we have the following definition and theorem:
Definition 3: The matching Φ is defined as stable if there is

no blocking pair.
Theorem 3: The output Φ of PRM is a stable matching.
Proof : We prove Theorem 3 by contradiction. The matching

Φ is assumed a non-stable matching. According to Definition 2,
at least one blocking pair (n, s) exists. There are two cases: one
is that requester n never makes a proposal to transcoder s, and
the other is that n has made a proposal but is rejected by s. For
the first case, due to the fact that the requester n proposes to a
transcoder based on the preference list, there exists (n, s′) ∈ Φ,
and the requester n has a higher preference for the transcoder s′

than s. So (n, s) is not a blocking pair according to Definition
2, and this case does not hold true. For the second case, it indi-
cates that there exists (n′, s) ∈ Φ. The transcoder s has a higher
preference for the requester n′ than n, so n is rejected. So (n, s)
is not a blocking pair and this case is also invalid. The above
analysis of the two cases proves that the matching Φ is stable.

6. Performance Evaluation

This section evaluates the performance of the proposed CA-
Live360 solution. First, we introduce the experimental setup.

Algorithm 2: Provider-Requester Matching (PRM) Al-
gorithm

1: Input: The set of requesters R, the set of transcoders P
and the quota q∗.

2: Output: matching result Φ.
3: for each j ∈ G do
4: /*Preparation stage */
5: Establish the preference list for each requester n ∈ R j

and provider s ∈ P j;
6: Initialize the set of unmatched requesters R = R j.
7: /*Matching stage */
8: if

∣∣∣P j

∣∣∣ > 1 then
9: while The preference list of any requester n ∈ R is

not empty do
10: Every requester n ∈ R makes a proposal to its

favorite transcoder based on the preference list;
11: Update ℵ(s), which denote the set of new

proposals to transcoder s.
12: for each s ∈ P j do
13: if |Φ(s)| + |ℵ(s)| ≤ q∗ then
14: Matching is successful, update the matching

result Φ and R;
15: else if the ranking of the any proposing n in ℵ(s)

is higher than any current partner n′ in Φ(s)
then

16: s accepts the proposal of n and reject n′.
17: s and n′ remove each other from their

preference list.
18: Update matching results Φ and R.
19: else
20: s rejects n and holds the current partner n′.
21: n removes s from its preference list.
22: end if
23: end for
24: end while
25: end if
26: if

∣∣∣∣R∣∣∣∣ , 0 then

27: Allocate all requesters in R to BS.
28: end if
29: end for

Then we analyze the results in turn for the fairness-guaranteed
transcoding task assignment scheme, the transcoding-aware de-
livery scheme, and the proposed CA-Live360 solution.

6.1. Simulation Setup

We consider a scenario that focuses on one region with an
area of 1000 × 1000 m2 as illustrated in Fig. 1. There are one
BS and 100 CNs, i.e. K = 100. CNs are randomly distributed
in the region. The transmission power pi is set to 100mW for all
CNs. Channel gain models in the simulation are based on 3GPP
standardization. Noise power σ2 is -100dBm [49]. The avail-
able computing resources Ci(t) obey normal distribution with
λC = 2.5GHz, and the range of Ci(t) is [0, 5GHz]. The avail-
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able communication resources Bi(t) obey normal distribution
with λB = 5MHz, and the range of Bi(t) is [0, 10MHz][49].

In the transcoding process, the number of CNs that perform
transcoding tasks for each resolution is m = 5. The reassign-
ment time is set to dre = 0.3s, γ is set to 0.5. The offline or
unqualified probability of each CN obeys uniform distribution,
and the range is [0.1, 0.3]. To ensure good QoS, the maximum
tolerable transcoding time T tp

Max is set to 0.5s. In the delivery
process, the number of total requesters for each channel is 30.
The maximum tolerable delivery time T dp

Max is set to 0.3s.
The 360-degree video in the simulation is based on dataset

[50]. We use the 4K (3840 × 1920 pixels) video “Female Bas-
ketball Match” in the dataset as the original video. Then we
randomly select 30 users’ traces when watching this video in
dataset [50] to simulate viewers’ FoV. The 360-degree video
chunks are segmented into 4 × 4 tiles, so the resolution of each
original tile is 960 × 480. We use two most popular VR resolu-
tions {2560 × 1440, 1920 × 1080} as target resolutions, and the
resolution of tile is 640 × 360, and 480 × 270 respectively. Se-
lected CNs need to transcode original tiles to target resolutions.
The corresponding computing resources consumption are based
on [41]. Based on above settings, a series of experiments were
carried out. We conduct five independent executions of each
simulation to obtain more robust data and mean values of these
results with confidence intervals (confidence level is set to 95%)
are shown in the next subsection.

6.2. Performance of the Transcoding Task Assignment

In the experiment for the transcoding task assignment assess-
ment, we focus on four aspects: system cost, fairness of CNs,
queue stability and scalability. To evaluate the performance of
our proposed scheme, we compare it with the CrowdTranscod-
ing proposed in [16]. We set η ∈ {1, 10, 100} in FB, simulation
time T = 1 × 103 and the RMSF xi = 0.3 for every CN.

Cost: It is defined as the average of all CNs’ cost κi(t). Fig.4
demonstrates the cost comparison of our proposed transcoding
task assignment scheme and the baseline method. In all cases,
the cost reaches a relatively stable value finally. We observe
that the cost of CrowdTranscoding is the highest among all the
curves. This is because CrowdTranscoding focuses on the sta-
bility of CNs while not considering the dynamics of comput-
ing and communication resources. The proposed method, when
η = 1, focuses too much on fairness and results in a higher cost
than when η = 10 or η = 100. The impact of η is consistent with
what was expected. In practice, η can be adapted to application
requirements.

Fairness: We use the Cumulative Distribution Function
(CDF) of CNs’ selection fraction to demonstrate the fairness
of the system. As shown in Fig.5, the three curves of the pro-
posed method with different η all satisfy the RMSF (0.3), while
CrowdTranscoding cannot guarantee fairness. For Crowd-
Transcoding, the selection fractions of about 38% CNs are only
0.05, which means that those CNs are rarely chosen. For FB,
with different η, the curves vary. It is found that the actual min-
imum selection fraction is small when η is large. The reason is
that the FB with large η gives preference to the CNs that have
lower costs.

Then, we set the RMSF to 0.5 and the results are shown in
Fig.6. The assignment in CrowdTranscoding is again not fair.
The proposed FB with different η ensures selection fractions of
all CNs larger than 0.5. These results show that our FB algo-
rithm works well for different RMSFs.

The experimental results presented demonstrate the proposed
transcoding task assignment scheme’s superior performance to
that of an alternative solution [16] and confirm that our method
with appropriate weight parameters can guarantee CNs’ fair-
ness while achieving lower costs.

Queue Stability: Fig.7 shows the average queue length with
different RMSFs. We observe that all three curves oscillate
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Figure 9: Delivery delay of different schemes.

within fixed ranges, which demonstrates the stability of the de-
signed virtual queue. But the stable ranges of different RMSFs
vary. This is because CNs with large RMSFs (xi) will gener-
ate longer queue according to (21) and CNs with large RMSFs
have more chances to be selected according to (23). However,
as already mentioned, there is flexibility to set different RMSFs
for different CNs, so that the benefit would be as desired (e.g.
premium CNs get higher gains).

Scalability: To evaluate the scalability of the proposed
scheme, we measure the cost with a variable number of CNs
and set η = 10, as shown in Fig.8. In the figure, the three curves
tend to become stable over time, which demonstrates that our
solution will not be influenced negatively when the number of
CNs changes dynamically.

6.3. Performance of Transcoding-aware Live Stream Delivery

To evaluate the performance of the proposed PRM algorithm,
we compare it to other two methods:

• Full-Random: In this scheme, requesters, and providers
are matched randomly;

• Provider-Random: Requesters send proposals to
providers according to their preferences. Each provider
just accepts q∗ requesters randomly.

• TTM [28]: This is a Two-Tier Matching (TTM) algorithm.
In the first tier of TTM, matching occurs between the base
station and users. In the second tier, the transcoders are
matched with users.

To show specific details regarding the data, the results of
one simulation execution are presented in Fig.9. As expected,
the Full-Random scheme performed the worst. It produces the
largest delay, and the delay fluctuates more. The delivery de-
lay in Provider-Random scheme is better than Full-Random but
worse than the proposed PRM algorithm. The is because in
the Provider-Random scheme, the requesters send proposals to
providers based on their preferences, but the providers just ac-
cept requesters randomly. When the proposed PRM algorithm
is employed, the provider selects requesters based on its pref-
erences, so it achieves the best performance result. TTM al-
gorithm matches BS and users first, so that some users who
would have been able to access video content with lower la-
tency through transcoders are served by base stations. There-
fore the delay of TTM is higher than PRM. In addition, note
that there are some time slots (such as 259, 509, 652), when
the delivery delay is high. This occurs as, during these slots,
the system performs base station transcoding, introducing high
delivery delay for all requesters.

Furthermore, we selected arbitrarily three viewers to analyze
their delivery delay in each time slot. Fig.10 shows the delivery
delay within 200-time slots. When the delay equals zero, the
viewer is offline or transcoding state because there is no deliv-
ery process for them. If the delay is relatively large, BS-based
delivery occurs in that time slot. In contrast, if the delay is rel-
atively small, the requester gets video streaming by transcoder-
based delivery.

6.4. Performance of CA-Live360

The proposed CA-Live360 includes transcoding and delivery
process. Considering the fact that the goal of the CA-Live360
is to provide low-delay services, we use system delay, which is
the sum of transcoding delay and delivery delay, to measure the
performance. In order to show its effectiveness, we compare
CA-Live360 with two baseline schemes:

• Cloud: In this scheme, transcoding is done at a cloud
server, then the transcoded stream is transmitted to BS and
delivered to viewers;

• DRL-TS[20]: This is a deep reinforcement learning-
based transcoder selection scheme. After transcoding, the
streaming is transmitted to BS for further delivery.

Fig.11 presents the comparative results of one simulation ex-
ecution. When the Cloud-based method is used, the transcoding
task is done at the cloud server. Although the cloud server has
abundant computing resources, it has to transmit the transcoded
stream from the remote server to BS. The transmitting process
is time-consuming, which leads to a high system delay as shown
in Fig.11. When employing DRL-TS, the transcoding is exe-
cuted at the CNs and therefore the transcoding delay is low. The
delivery process in DRL-TS is the same as in the Cloud-based
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method: viewers get streaming from BS. Therefore, in terms of
system delay, DRL-TS is better than the Cloud-based method.
The difference between DRL-TS and CA-Live360 is the deliv-
ery stage. As in CA-Live360 there is a transcoding-aware de-
livery, it takes advantage of the proximity of the transcoder and
requesters in crowd-assisted transcoding, and thus reduces the
delivery delay. The results also show how our solution outper-
forms the other solutions and these results are consistent with
our previous analysis.

7. Conclusion and Future Work

This paper proposes CA-Live360, a novel crowd-assisted
live streaming solution to provide high-quality live 360-degree
video streaming services. To achieve low-latency transcoding
while maintaining fairness, we propose an innovative fairness-
guaranteed transcoding task assignment scheme, using a novel
Fair Bandit algorithm based on the combinatorial multi-armed
bandit approach. Additionally, to minimize delivery latency, a
transcoding-aware delivery scheme is proposed, which includes
a provider-requester matching algorithm for efficient schedul-
ing. The key advantage of CA-Live360 over similar schemes
resides in its ability to simultaneously enables fair transcod-
ing task assignment and low-latency streaming services. Our

experiments demonstrate CA-Live360’s superiority to state-of-
the-art schemes in terms of latency and fairness, validating its
effectiveness. Despite its strengths, CA-Live360 has some
limitations: primarily focusing on the downlink from BS to the
user, and lacking deployment in real-world scenarios. These
limitations suggest the need for further research and practical
testing. Future work will delve into optimizing the transmission
from a broadcaster’s perspective, focusing on upload strategies
to BS. Additionally, implementing CA-Live360 in a real-world
system for practical testing will help identify and address chal-
lenges that might arise in deployments.
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Appendix A. Proof of Theorem 1

We prove theorem 1 by the Lyapunov-drift analysis. Q(t) =
{Q0(t),Q1(t), ...,QK(t)} is defined as a vector of virtual queue in
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time slot t. Then the Lyapunov function is expressed as

L(Q(t)) ≜
1
2

∑
i∈K

(Qi(t))2 , (A.1)

Then the Lyapunov drift is given as

△L(Q(t)) (A.2)
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=
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where (a) is based on the defined queue length (21). And (b) is
because that [xi − li(t)]2 ≤ 1, and |R(t + 1)| ≤ K.

Then, take the conditional expectation of two sides in in-
equality (A.3):

E [L(Q(t + 1)) − L(Q(t))|Q(t)]
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Based on Lemma 1 in [45] and Theorem 4.5 in [46], we can get
the following inequalities for any ϵ > 0

E
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i∈R(t+1):i∈T (t)

Qi(t) + ηµUCB
i |Q(t)


≥
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Qi(t)(xi + ϵ)
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Then, we get
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where D1 =
K
2 + ηm. Finally, invoking the Lyapunov Drift The-

orem (Theorem 4.5) in [46], (A.6) suggests that virtual queues
are not only mean rate stable, but also strongly stable, i.e.,

lim sup
T→∞

1
T

T−1∑
t=0

E [Qi(t)] ≤
D1

ϵ
≤ ∞ (A.7)

So, the proof is completed.

Appendix B. Proof of Theorem 2

We consider the optimal A-only policy π∗. Then l∗i (t) is the
indicator and T ∗(t) is the set of transcoder under policy π∗. The
system reward with policy pi is defined as

R∗ = E

 ∑
i∈T ∗(t)

µi

 . (B.1)

Then, the regret can be expressed as
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We defined △ R(t) =
∑

i∈K

[
l∗i (t) − li(t)

]
µi. Then, the upper

bound of drift-plus-regret is
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+
∑

i∈R(t+1)

(Qi(t) + ηµi)
(
l∗i (t) − li(t)

)
+
∑

i∈R(t+1)

Qi(t)
(
xi − l∗i (t)

)
+
∑

i∈O(t+1)

η
[
l∗i (t)µi − li(t)µi

]
(a)
≤

K
2
+
∑

i∈R(t+1)

ηµi +
∑

i∈R(t+1)

(Qi(t) + ηµi)
(
l∗i (t) − li(t)

)
+
∑

i∈R(t+1)

Qi(t)
(
xi − l∗i (t)

)
(B.3)
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where (a) is because that l∗i (t) ∈ {0, 1} and li(t) ∈ {0, 1}. Then,
the expected drift-plus-regret is bounded by

E
[
L(Q(t + 1)) − L(Q(t)) + η △ R(t)

]
≤

K
2
+
∑

i∈R(t+1)

ηµi

+
∑

i∈R(t+1)

E
[
(Qi(t) + ηµi)

(
l∗i (t) − li(t)

)]
+
∑

i∈R(t+1)

E
[
Qi(t)

(
xi − l∗i (t)

)]
(a)
≤

K
2
+ D2

+ E

 ∑
i∈R(t+1)

(Qi(t) + ηµi)(l∗i (t) − li(t))

 (B.4)

where (a) follows from E
[
l∗i (t)
]
≥ xi, because that policy π is

stationary and feasible. D2 =
∑

i∈K ηpiµi and pi is the offline
probability of viewer i. We defined J(t) =

∑
i∈R(t+1)(Qi(t) +

ηµi)(l∗i (t) − li(t)). By summing (B.4), for all t ∈ {1, 2, ...,T }, we
obtain

E [L(Q(T)) − L(Q(0))] + η
T−1∑
t=0

[△ R(t)]

≤
KT
2
+ T D2 +

T−1∑
t=0

E [J(t)] (B.5)

Because L(Q(T)) ≥= and L(Q(0)) = 0, we have
η
∑T−1

t=0 [△ R(t)] ≤ KT
2 + T D2 +

∑T−1
t=0 E [J(t)]. By dividing both

sides by Tη, the following inequality holds

1
T

T−1∑
t=0

E [△ R(t)] ≤
K + 2D2

2η
+

1
Tη

T−1∑
t=0

E [J(t)] (B.6)

Here we give the following bound directly

1
Tη

T−1∑
t=0

E [J(t)] ≤
1
T

[
2
√

6mK log T + (1 +
5π2

12
)K
]

(B.7)

The detailed analysis can be referred to [45]. Finally, by
plugging (B.7) into (B.6), the proof of Theorem 2 is completed.
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