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Abstract: In this paper we propose a new learning-based representation that is referred to as Visual Speech Unit (VSU) for visual speech recognition 
(VSR). The new Visual Speech Unit concept proposes an extension of the standard viseme model that is currently applied for VSR by including in this 
representation not only the data associated with the visemes, but also the transitory information between consecutive visemes. The developed speech 
recognition system consists of several computational stages: (a) lips segmentation, (b) construction of the Expectation-Maximization Principal 
Component Analysis (EM-PCA) manifolds from the input video image, (c) registration between the models of the VSUs and the EM-PCA data 
constructed from the input image sequence and (d) recognition of the VSUs using a standard Hidden Markov Model (HMM) classification scheme. In 
this paper we were particularly interested to evaluate the classification accuracy obtained for our new VSU models when compared with that attained 
for standard (MPEG-4) viseme models. The experimental results indicate that we achieved 90% recognition rate when the system has been applied to 
the identification of 60 classes of VSUs, while the recognition rate for the standard set of MPEG-4 visemes was only 52%. 
Keywords: Visual Speech Recognition, Visual Speech Unit, Viseme, PCA Manifold, HMM, Dynamic Time Warping. 

. 
 
INTRODUCTION 
 

The automated recognition of human speech using only features 
from the visual domain has become a significant research topic that 
plays an essential role in the development of many multimedia systems 
such as audio visual speech recognition (AVSR) [1,2], mobile phone 
applications, human-computer interaction (HCI) [3] and sign language 
recognition [4]. The inclusion of the lip visual information is opportune 
since it can improve the overall accuracy of audio or hand recognition 
algorithms especially when such systems are operated in environments 
characterized by a high level of acoustic noise. Visual speech 
recognition can also be applied in the development of systems for 
person identification, machine control or game animation. 

A review of the literature on VSR indicates that the systems 
developed can be categorized into two major groups, namely shape-
based and appearance-based approaches. The shape-based approaches 
rely on the extraction of geometrical features from the lips and this 
information is used to encode a standard set of mouth shapes that are 
applied to model the lip motions during the speech process. This 
approach has been applied by Petajan [5, 6] in the development of a lip-
reading system where simple shape features such as height, width and 
mouth area were used to encode the shape of the region described by 
the lips contour. This approach has been further developed by Luettin et 
al [7] where they applied a parametric lip template defined by eleven 
morphometric measurements that were applied to characterize the lips 
motions. To circumvent the problems related to uneven illumination 
and noise, other approaches applied Active Shape Models or snakes to 
extract the lips outlines [8-10], but their application to VSR proved to 
be problematic since they require a complex initialization procedure.  
One limitation associated with the shape-based VSR systems resides in 
the fact that only geometrical information is used to encode the mouth 
shapes. In addition these approaches are sensitive to tracking errors and 
they are not able to efficiently encompass the information contained in 
consecutive frames.  To address these issues, appearance-based 
approaches have been proposed for VSR and their major advantage is 
that they use the entire gray-scale (or colour) information available to 
sample the spectrum of mouth shapes. In this regard, the image area 
around the lips is extracted for each frame in the video sequence and 
this information can be compressed to obtain a low-dimensional 
representation using Principal Component Analysis (PCA) [17], 
Discrete Cosine Transform (DCT) [16, 17], and Linear Discrete 

Analysis (LDA) [18]. This representation of the mouth shapes in a low-
dimensional feature space proved to be opportune and the performance 
of these methods is generally better than that attained by the shape-
based VSR techniques.  

In parallel with feature extraction, significant research efforts 
were concentrated on the identification of the most discriminative 
visual speech elements that are able to model the speech process in the 
continuous visual domain.  The early works on visual speech modelling 
attempted to map the basic linguistic elements such as phonemes in the 
visual domain. To this end, many authors proposed different modelling 
strategies where elementary speech units played the central role. The 
most basic unit that has been employed to describe the visual speech is 
the viseme. This basic visual speech element can be conceptualised as 
the interpretation in the visual domain of a phoneme or a group of 
phonemes and modelling the visual speech with different sets of 
visemes received a great deal of interest from the research community 
[19,27,35]. The main motivation behind this interest resides in the fact 
that only a small number of visemes are required to model more 
complex speech elements such as words. While the concept behind the 
application of visemes to model the speech in the visual domain has 
been embraced by the vast majority of researchers, the selection of the 
most representative viseme set has been one of the most researched 
problem in the field of VSR. In this regard, many studies have been 
conducted using viseme sets with their sizes ranging from 6 [32] to 50 
[36].  Although little consensus has been reached in regard to the 
selection of the most representative visemes, the MPEG-4 viseme set 
that has been designed to support facial animations has gained the 
largest acceptance from the research community [35]. While research 
on the construction of representative viseme-based speech 
representations is still ongoing, several disadvantages associated with 
this visual speech representation have recently surfaced. The most 
important are related to their poor discriminative power since they are 
defined by a small number of mouth shapes and in particular their 
vulnerability to the lexical context (distortions that are caused by 
viseme co-articulation rules that are enforced during the continuous 
speech process. For instance, the lip shapes associated with the viseme 
[b] have different visual context during the articulation of the words 
„book‟ and „but‟. In this regard, when the speaker is uttering the word 
“book” the lip shapes associated with the viseme [b] are described by a 
tight round shape, whereas the lip shapes associated with the viseme [b] 
in the word „but‟ are described by a more elongated shape). To address 
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these issues, a number of studies have been recently devoted to evaluate 
the robustness of new elementary speech units that are modeled based 
on the representation of the biphones and triphones in the visual domain 
[37, 40]. Most of the work has been carried out in the context of audio-
visual speech recognition [37, 39 & 41], automatic face synthesis [40] 
and text-to-audiovisual speech synthesis [38]. It is useful to note that 
the main topic of these papers was focused on the integration of the 
audio and video information into composite descriptors where the 
acustic information is used to localize and align the video frames 
associated with the video speech units. However, this favorable 
scenario cannot be exploited in the development of lip-reading systems 
where only the video information is available and to the best of our 
knowledge no studies that evaluated the stability and performance of 
the composite-viseme speech models in the context of VSR have been 
reported so far. The work detailed in the paper by Ezzat and Poggio 
[38] where the authors describe the development of a text-to-audio-
visual synthesis is the most related to the visual speech modelling 
approach detailed in this paper. In [38] the authors propose a small set 
of 6 consonant visemes and 7 monophthong viemes that are applied to 
model the mouth transitions in a smooth and realistic manner. To 
achieve this goal, the authors employed a viseme morphing strategy to 
concatenate the viseme prototypes into words using rules that are 
enforced by an audio-visual synchronization unit. While this approach 
is opportune when applied to audio-visual speech synthesis, the 
proposed viseme set lacks the sophistication required in the 
implementation of video-only speech recognition systems.  

From this short literature review we notice that most of the work 
on VSR has been focused on the robust identification of small 
independent speech elements (called visemes [19, 28, 31, 32]), while 
word recognition is viewed as a simple combination between standard 
visemes. Although words can be theoretically formed using a 
combination of standard visemes, in practice viseme identification 
within words is problematic since different visemes may overlap in the 
feature space, a fact that makes their identification difficult. To address 
this problem we propose to include additional lexical context by 
augmenting the standard visemes with the transition information 
between two consecutive visemes and this new model is referred to as 
Visual Speech Unit (VSU). Thus, the major aim of this paper is to 
propose a new visual speech modeling strategy that is able to sample in 
an elaborate manner the inter-visual context between consecutive 
visemes. In this paper we will explain in detail the construction of the 
VSU, and we will demonstrate that the application of this new model to 
VSR leads to improved performance when compared with the 
performance offered by the standard set of MPEG-4 visemes [35]. The 
main contributions associated with this work are located in the areas of 
feature extraction, visual speech modelling and application of non-rigid 
data registration to solve the alignment issues (identification of the 
anchor points) between the video data and the trained VSU models.  
Another contribution associated with this work resides in the 
construction and categorization of the proposed VSUs with respect to 
their lexical properties (or perceptual similarity) in the visual domain.  
 
 
SYSTEM OVERVIEW 
 

The main computational components of the system described in this 
paper are shown in Fig. 1. In the first phase, the lips are extracted from 
input video data. In order to achieve this goal, we calculate the pseudo-
hue [12-14] from the RGB colour planes [11, 33] and the lips are 

segmented by applying a histogram-based thresholding scheme. The 
image area describing the lips is extracted for each frame from the input 
video sequence. This region of interest is converted into a matrix form 
and it is compressed using Expectation Maximization PCA (EM-PCA) 
[27] into a low dimensional feature space. Then, each image area 
describing the lips in the input sequence is projected onto the low-
dimensional EM-PCA space with a view to obtain a discrete manifold 
where for each mouth shape a low dimensional vector is assigned. The 
next step performs a manifold interpolation using a cubic spline 
function to generate a continuous representation. In the final step, the 
algorithm attempts to register the VSU models contained in the 
database with the continuous manifold representation using a Dynamic 
Time Warping approach. In this manner, the manifold generated from 
the input image sequence describing visually the spoken word is broken 
into an ordered sequence of VSUs and the recognition process is carried 
out using a HMM classification scheme.   
Fig.1 An overview of the Visual Speech Recognition system 
 

 
 
 
FEATURE EXTRACTION 
 
Lip Segmentation 
 

In order to extract the lip regions from input video data, we applied 
a simple procedure based on the calculation of the pseudo-hue 
component from the RGB colour planes [12-14]. The pseudo-hue 
component highlights the image areas where strong differences between 
the red and green colour planes are encountered. This property of the 
pseudo-hue component is particularly useful in performing a robust 
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separation of the image regions defined by the lips, where the red 
component of the RGB data is dominant, from the skin mixture models 
that are defined by image areas where both the red and green 
components are dominant. Thus, the pseudo-hue data can be 
approximated with a bi-modal distribution and the lips segmentation 
process can be formulated as a two-class clustering problem. Based on 
this observation the lips segmentation involves a two-step approach. In 
the first step the image areas characterized by large pseudo-hue values 
are identified by performing a threshold operation, where the threshold 
value is automatically detected as the local minima with respect to the 
second peak in the histogram as illustrated in Fig. 2.  The second step of 
the lip segmentation process involves the identification of the lips in the 
threshold pseudo-hue data by performing an exhaustive validation of all 
regions resulting after the application of the threshold operation with 
respect to anthropometric properties of the human face (for more details 
about the lips identification procedure the reader can refer to [10]).  

The region of interest (ROI) is constructed as the bounding box 
that encompasses the extreme corners of the upper lips as illustrated in 
Fig. 3. The grayscale intensity values contained in the ROI are extracted 
for each frame from the input video data and they are used to generate 
the EM-PCA manifold. This procedure will be detailed in the next 
section. 

 
Fig.2 Histogram-based selection of the threshold from the pseudo-hue 
image 

 
 
Fig.3 Lip segmentation algorithm 
 
 
 
    (a)            (b)            (c)          (d)            (e) 
(a) RGB image. (b) Pseudo-hue image. (c) Image resulting after the 
application of the histogram-based thresholding. (d) Lips region – 
pseudo hue. (e) Lips region – gray-scale.   
 
 
MANIFOLD GENERATION 
 

For visual speech recognition purposes, the information 
associated with the lips motions in the frames of the input video 
sequence is of interest. As indicated in the previous section, the lips 
regions are segmented in each frame and the appearance of the lips is 
encoded as a point in a feature space that is obtained by projecting the 
input data onto the low dimensional space generated by the EM-PCA 
procedure [25]. (A discussion that details the application of the EM-
PCA procedure to encode the appearance of the lips into low-
dimensional feature vectors is provided in Appendix A.). The feature 
points obtained after the projection of the lips image data onto the low-
dimensional EM-PCA space are joined by a plotline based on the frame 

order. In this way, we generate a surface in the feature space that is 
called manifold [8] and this process is illustrated in Fig. 4. (Note that 
the axes in Figs. 4 to 13 represent the projection of the input feature 
vector describing the lips data onto the leading three EM-PCA 
eigenvectors).  In the implementation detailed in this paper we used 
only the first three EM-PCA components since they are able to capture 
more than 90% of the statistical variation of the 40,000 images that 
form the training set. (Our results are in line with those reported by 
Aleksic and Katsagellos [37], where they demonstrated that the first six, 
two and one leading eigenvectors are able to sample 99.6%, 93% and 
81% of the of the total statistical variation of the training data, 
respectively.) The motivation to use the first three EM-PCA 
components is also justified by the fact that these components are 
strongly related to the features that describe the appearance of the 
mouth shapes. In this regard, the first component captures the texture 
information around lips, the second component samples more localized 
information such as the geometry of the mouth shapes, while the third 
component captures finer details such as the presence of teeth and 
tongue in the image data.  

The manifold determined as illustrated in Fig. 4 is defined by a 
discrete number of points given by the number of frames in the image 
data. This discrete manifold representation is inadequate due to factors 
such as variations in the sampling rate of the video data, inter- and 
intra- user pronunciation variability and small localization errors that 
occur during the lips segmentation process. While the problems caused 
by the variation in the sampling rate of the video data can be controlled 
during the classification process, the issues caused by the variations in 
pronunciation and the localization errors in estimating the region of 
interest around the lips area are more difficult to address, as they have 
an undesirable effect on the dynamics and the visual context of the 
visemes.  To alleviate these problems, in the proposed implementation 
the feature points that define the manifold are interpolated using a cubic 
spline to obtain a continuous representation of the manifold [27]. The 
process applied to generate the continuous (interpolated) manifolds is 
illustrated in Fig. 5, where two manifolds constructed from two video 
sequences representing the same word („but‟) are plotted. 
 
Fig. 4. EM-PCA manifold representation. Each feature point of the 
manifold is obtained after the lips image region is projected onto the 
low-dimensional EM-PCA space.  
 

 
 
Fig. 5. Manifolds generated from two image sequences representing the 
word „but‟.  
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(a)  

(b)  
(a) The initial manifolds obtained as illustrated in Fig. 4.  (b) The 
interpolated manifolds 
 
VISEME vs. VISUAL SPEECH UNITS 
 
VISEME REPRESENTATION 
 

As indicated in the introductory section, a viseme can be regarded as 
the smallest element that describes a phoneme or a group of phonemes in 
the visual domain. Visemes play an important role in the development of 
speech recognition systems and most of the research conducted in the 
field of VSR has approached the word recognition as a process of 
sequential viseme recognition. Viseme recognition systems are based on a 
standard two-step computational scheme [20-22]. Initially, the VSR 
system is trained either with static visemes generated by the speakers or 
with visemes that are manually constructed by isolating the frames of 
interest from the continuous video speech sequence. Visemes are then 
located and recognized in the visual/feature space domain of the words 
and this process is usually carried out using HMM classification schemes 
[15, 19, 20]. In our approach the set of visemes is extracted from input 
video sequences associated with different words. For instance, the frames 
describing the viseme [b] are extracted from words such as „but‟, „blue‟ 
etc., while the frames describing the viseme [s] are extracted from words 
such us „slow‟, „snow‟, etc. The frames describing the standard visemes 
typically include three independent states, the first state is the initial state 
of the viseme, the second state describes the articulation process, while 
the last state models the transition from articulation to the end of the 
viseme. These frames are projected onto the EM-PCA space and as a 
result each viseme is defined by a number of feature points as illustrated 
in Fig. 6 in which the feature points for visemes [b], [a:] and [t] on the 
EM-PCA manifold are constructed from the video sequence describing 
the word „but‟.  

 

Fig.6 The representation of the visemes [b], [a:] and [t] in the 
interpolated (continuous) EM-PCA manifold of the word „but‟ 
(represented using a black line).  

(a)  

(b)  
 
(a) The feature points are displayed in blue for viseme [b], in red for 
viseme [a:] and in green for viseme [t]. The initial state of the video 
sequence (silence state) is shown in the diagram with a black cross.  (b) 
The regions in the EM-PCA feature space for visemes [b], [a:] and [t] 
constructed from different instances of the word „but‟. The region 
describing the [silence] state is represented in the diagram with a black 
ellipsoid. 
 
 
Fig. 7. The viseme feature space constructed for two different words.   

(a)  
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(b)  
(a) Word „but‟ – visemes [b], [a:] and [t].  (b) Word „chard‟ – visemes 
[ch], [a:] and [d]. Note that in the manifold representation of the word 
„chard‟ the viseme [a:] is distorted and the consonant [r] cannot be 
distinguished.   
 
Visual Speech Unit Representation 
 

While the viseme representation detailed in Section 3.1 is 
intuitive and easy to apply in the development of VSR systems it has 
several drawbacks. The main shortcoming associated with the viseme 
representation is given by the fact that a large part of the word manifold 
(i.e. transitions between visemes) is not used in the recognition process. 
This approach is inadequate since the inclusion of more instances of the 
same viseme extracted from different words would necessitate larger 
regions required to describe the feature space for each viseme (see Fig. 
6b) and this will lead to significant overlaps in the feature space 
describing different visemes. To circumvent this problem most of the 
developed VSR systems applied the viseme recognition process to a 
reduced set of visemes and to a relatively small number of words. This 
problem can be clearly observed in Fig. 7 where the process of 
constructing the viseme spaces for two different words is illustrated.   

Another limitation of the viseme-based representation resides in 
the fact that some visemes may be severely distorted and even may 
disappear in the video sequences that describe visually the spoken 
words [21, 23, 24]. These problems can be observed in Fig. 8a, where 
the viseme [h] is silent (cannot be observed) in words „heart‟ [ha: t], 
„hat‟ [hæt] and „hook‟ [hu: k], while in Fig. 8b we can notice that the 
viseme [ch] can be clearly located in the manifold of the word „cheat‟, 
but it cannot be located in the manifold of the word „choose‟.  

To alleviate the problems associated with the viseme 
representation, in this paper we propose to extend the viseme model by 
including the transitions between visemes in a new representation that 
is called a Visual Speech Unit (VSU). The visual speech unit is also 
constructed from the word manifolds and it has three distinct states: (a) 
articulation of the first viseme, (b) transition to the next viseme, (c) 
articulation of the next viseme. This can be observed in Fig. 9. 

 
 
 
 
 
 
 
 
 

 
 
Fig.8 Limitations of the viseme-based approach  

(a)  

(b)  
 
 
(a) The EM-PCA manifold for words „heart‟ [ha:t] (blue), „hat‟ [hæt] 
(red) and „hook‟ [hu:k] (black). The feature space for viseme [a:] is 
depicted in cyan, for viseme [æ] in green and for viseme [u:] in purple. 
Viseme [h] cannot be distinguished. (b) The EM-PCA manifolds for 
words „cheat‟ [chi:t] (red) and „choose‟ [chu:s] (black). The viseme [ch] 
displayed in green is visible in the manifold of the word „cheat‟, but it 
cannot be distinguished in the manifold of the word „choose‟. 

 
Fig.9 Examples of Visual Speech Units  

(a) (b)   
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(c)  
 
 
(a) VSUs: [silence –b], [ä-b] and [ә-b] (b) VSUs: [b-a:], [b-i] and [b-u] 
(c) The EM-PCA manifolds of VSUs: [b-a:], [b-o], [b-i:], [b-u:], [b-e], 
[silence-b]. 
 
VSU TRAINING PROCESS AND VSU REGISTRATION ON 
THE WORD MANIFOLD 
 
GENERATION OF THE VSU MEAN MODELS 
 

As mentioned in the previous section, the VSUs are manually 
generated by extracting the frames of interest from the words manifolds 
and to produce a compact representation we calculate the mean model 
for each class of VSU.  To facilitate this process, the interpolated word 
manifolds (see Fig. 5) are re-sampled into a fixed number of key-points 
that are equally spaced and the key-points for the VSUs are manually 
extracted. This is followed by the calculation of the mean model as 
illustrated in Fig. 10 (in our implementation the word manifold has 
been uniformly re-sampled into 50 key-points).  

 
Fig.10 The calculation of VSU Mean Model   

(a) \ 

(b)  

(c)  
 
(a) Four manifolds of the word [ba:t] displayed in blue,  where the four 
visible visemes are shown as follows: [silence] in black, [b] in green, 
[a:] in red and [t] in purple. (b) The VSU key-points extracted from the 
re-sampled manifolds. [silence - b] (blue points), [b-a:] (red points) and 
[a:-t] (green points). (c) The mean model for all VSUs are marked in 
black in the diagram ([silence-b] – black line, [b-a:] – black circles and 
[a:-t] - black squares). 

 
The VSU mean models depicted in Fig. 10 are used to train the 

HMM classifiers. In our implementation to minimize the class overlap 
we have trained a classifier for each VSU class. The recognition is 
viewed as a competitive process where all mean models of the VSUs 
are fitted to the manifold generated from the input video sequence. In 
other words we attempt to divide the word manifold into a number of 
consecutive sections, where each section is registered with the mean 
models of all VSUs stored in the database. This procedure is detailed in 
the next section.   

 
REGISTRATION BETWEEN THE VSU MEAN 
MODELS AND THE WORD’S MANIFOLD 
 

The VSU recognition process is viewed as a two-step approach. 
In the first step we need to match the VSU‟s mean models to the word 
manifold while in the second step we measure the matching cost 
between the VSU mean models and the registered section of the 
manifold using HMM classification (in our implementation we have 
used a three-state HMM classifier. For full details about the HMM 
classification scheme the reader can refer to [27]). To achieve the 
registration between the VSU mean models and the manifold 
constructed from the input video sequence, we applied a Dynamic Time 
Warping (DTW) procedure [26, 34] to identify the corresponding 
section of the word manifold and the points of the VSU mean model. 
The Dynamic Time Warping records the error distances between the 
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points that define the VSU mean model and the corresponding section 
of the word manifold and the matching cost is evaluated using HMM 
classification. This procedure is applied for all VSUs contained in the 
database and the process is illustrated in Fig. 11. 

 
Fig.11 Registration using Dynamic Time Warping between the VSU 
mean model and the word 

(a)  

(b)  
 
(a) Registration of the mean model of the [silence-b] VSU (purple line) 
to the manifold of the word [ba:t] (red line). (b) The complete 
registration of the word manifold and the mean models of the [silence-
b], [b-a:] and [a:-t] VSUs.  
Fig.12 VSU registration and classification  

(a)  

(b)  

(c)  

(d)  
 
(a) The registration of three classes of the VSU Class 1: [silence-b] (red 
line); Class 2: [silence-ch] (purple line); Class 3: [silence-a:] (blue line) 
to the word manifold (black dotted line). (b) Registration between the 
[silence-b] VSU mean model and the word manifold. (c) Registration 
between the [silence-ch] VSU mean model and the word manifold. (d) 
Registration between the [silence-a:] VSU mean model and the word 
manifold. The [silence-b] VSU mean model achieved the best matching 
cost (evaluated using a three-state HMM classification). 
 
Fig.13 The complete registration and matching process between the 
VSU mean models contained in the database and the word manifold 
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(a)  

(b)  
(a) Registration and matching process for a single word. (b) 
Registration and matching for five instances of the same word.  
 

As illustrated in Fig. 11, the registration between the VSU mean 
models and the word manifold is iteratively applied until the last section 
of the manifold ends with the state [silence] that is common for the 
beginning and the end of the word (mouth closed). This process is 
illustrated step-by-step in Figs. 12 and 13.   
 
EXPERIMENTAL RESULTS 
 

We have created two databases consisting of 50 words that were 
generated by two speakers (one male and one female) where each word 
is repeated 10 times. (The video data has been captured using a SONY 
DCR-HC19E camera recorder at a sampling rate of 25 frames per 
second.) These databases include simple words such as „but‟, „heart‟, 
„check‟, etc. and more complex words such as „barbie‟, „hoover‟, 
„bookman‟, „chocolate, etc.  In our study we have conducted the 
experiments to evaluate the recognition rate when 12 classes of MPEG-
4 visemes (see Table 1) and 60 classes of VSUs (see Table 2) (speaker 
1) and 10 classes of visemes and 30 classes of VSUs (speaker 2) are 
used as speech elements.  

 
Table 1 The set of MPEG-4 visemes. 

Viseme 
Number 

Phonemes Example 
Words 

Number of 
samples 

1 [b], [p], [m] but, part, 
mark 

300 

2 [s], [z] zard, fast 30 

3 [ch], [dZ] chard, charge 150 
4 [f], [v] fast, half, 

hoover 
80 

5 [I] beat, heat 130 
6 [A:] but, chard, 

barbie 
250 

7 [e] hat, bet 130 
8 [O] boat, hot 100 
9 [U] hook, choose 80 

10 [t, d] but, bird, 190 
11 [h, k, g] card, hook, 

bug 
130 

12 [n] banana 20 
13 [Th] think, that, n/a 
14 [r] read n/a 

 
Note: This table adopts a viseme model established for facial animation 
applications by MPEG-4, which is an international audiovisual object-
based video representation standard [22, 35].  
 
Table 2 60 classes of Visual Speech Units 
 

VSU Groups Number of 
classes 

Example VSUs 

Group 1: 
(Start with 
[silence]) 

9 [silence-b], [silence-ch], [silence-
z], [silence-f], [silence-a:],  
[silence-o], [silence-i:], [silence-
e], [silence-u:] 

Group 2 
(End with 
[silence]) 

16 [a:-silence], [o-silence], [i:-
silence], [u-silence], [k-silence], 
[i:-silence], [ch-silence], [f-
silence], [m-silence], [ing-
silence], [ë-silence], [p-silence], 
[et-silence], [ğ-silence], [s-
silence], [ә-silence] 

Group 3: 
(Middle VSU) 

35 [b-a:], [b-o:], [b-i:], [b-u:], [b-ә], 
[b-ë], [a:-t], [a:-b], [a:-f], [a:-ğ], 
[a:-ch], [o-b], [o-t], [o-k], [i:-f], 
[i:-p], [i:-t], [u:-t], [u:-k], [u:-f], 
[ë-t], [f-ә:],[f-o], [k-m], [f-a:], 
[w-a:], [z-a:], [ә:-t], [ә:-n], [ә:-
ch], [n-a:], [a:-n], [ch-a:], [ch-u:], 
[ch-i:] 

 
The 60 classes of VSUs listed in Table 2 are categorized into 

three distinct groups. The first group is defined by the VSUs that start 
from the [silence] state. The second group is formed by the VSUs 
whose last state is [silence]. The third group consists of “middle” 
VSUs, which are defined by the articulation of two consecutive visemes 
and the transitory information between them. We have adopted this 
segregation of the database in order to speed up the recognition process 
by using the fact that the VSUs that contain the state [silence] are 
located either at the beginning or at the end of the word manifold. The 
database generated by the second speaker consists of a subset of the 
viseme and VSU classes that are depicted in Table 1 and 2 respectively 
and it has been employed in our studies to evaluate the robustness of the 
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proposed VSR system with respect to inter- user pronunciation 
variability. The first tests were conducted to evaluate the classification 
accuracy when visemes and VSUs are employed as speech elements 
and the number of words in the database is incrementally increased.   

The classification results are depicted in Figs. 14 and 15 and we 
note that the correct identification of the visemes in the input video 
sequence drops significantly with the increase of the number of words 
in the database. Conversely, the recognition rate for VSUs suffers a 
minor reduction with the increase in the size of the database. This drop 
in recognition accuracy when visemes have been used as speech 
elements was expected due to viseme distortion and the occurrence of 
silent visemes. For example, in the EM-PCA manifold of the word 
„barbie‟ [ba:bi] we can observe that the second viseme [b] is severely 
distorted when compared to the first viseme [b]. In the manifold of the 
word „beat‟ [bi:t], the viseme [t] is invisible because the mouth is 
closing fast and in the manifold of the word ‟fast‟ [fa:st], the transition 
between visemes [s] and [t] reveals more information than either of the 
visemes.  

 
Fig.14 Viseme vs. VSU classification – speaker 1 

 
 

Viseme [b,p,m] [s,z] [ch] [f,v] [I] [A:] [e,ә] [O] 
Avg.Rate 69% 40% 80% 72% 57% 68% 30% 42% 
 [U] [t,d] [k,g] [n]     
 73% 48% 63% 50%     

 
The average  recognition rate for 12 classes of visemes is 52% while the 
average recognition rate for 60 classes of VSUs is 90%.   
 
Fig.15 Viseme vs. VSU classification - speaker 2 

 
 

 
Viseme [b,p,m] [ch] [f,v] [I] [A:] [e,ә] [O] 
Avg.Rate 80% 70% 75% 85% 85% 55% 36% 
 [U] [t,d] [k,g]     
 90% 43% 90%     

The average recognition rate for 10 classes of visemes is 61% while the 
average recognition rate for 30 classes of VSUs is 86%.   
 

In the next experiment we evaluate the recognition rate for each 
class of VSU when the number of samples employed to train the HMM 
classifiers is varied. In our experiment we have used 2, 3, 4 and 5 
samples to train the HMM classifiers for each VSU class and the 
experimental results are shown in Fig. 16.  As expected, the recognition 
rate is higher when the number of samples used in the training stage is 
increased. In Fig. 16 we can also observe that the recognition rate for 
Group 3 (middle VSUs) is lower than the recognition rate for Groups 1 
and 2. This is explained by the fact the VSUs contained in Groups 1 and 
2 start or end with [silence] and this state can be precisely located in the 
word‟s manifold.   
 
Fig.16 Visual Speech Unit classification results with respect to the 
number of training examples 
 

(a)  

(b)  
 
 
(a) Speaker 1. (b) Speaker 2. In blue the overall recognition rate for all 
groups is depicted. In light blue the recognition rate for Group 1, in 
yellow the recognition rate for Group 3 and in dark red the recognition 
rate for Group 2 are depicted.   
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CONCLUSIONS 
 

Visual speech recognition is a difficult task that involves the 
identification of the visual speech elements based only on the lips 
movements. The visual speech element is the key component of any 
VSR systems. In this paper we have described the development of a 
visual speech recognition system where the main emphasis was placed 
on the evaluation of the discriminative power offered by a new 
elementary speech element that is referred to as a Visual Speech Unit. 
The VSU extends the standard viseme concept by including in this new 
representation the transition information between consecutive visemes. 
To fully assess the discriminative power of the new representation we 
have constructed 60 classes of VSUs and we evaluated their 
performance when compared with that offered by the standard viseme-
based approach. In our experiments we have found that the visemes 
cannot be robustly recognized in the manifolds of complex words while 
the recognition rate for VSUs is significantly higher. In our future 
studies, we will extend the number of VSU classes and test the 
developed VSR system on larger word databases.  
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